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The Information Gap 

 Cyber defenders may be less informed 
now than before 

 

Data Produced 
Information 
Needed 

Find 

Sort 

Integrate 

Process 

More Data        More Information 

Sandia National Laboratories is a multi-
program laboratory managed and 
operated by Sandia Corporation, a wholly 
owned subsidiary of Lockheed Martin 
Corporation, for the U.S. Department of 
Energy’s National Nuclear Security 
Administration under contract DE 



Objectives 

 Formalize and build a community of skilled 
analysts that will cooperatively respond to 
network incidents 

 Share incident data and tools within the 
DOE and NSE in a decentralized and timely 
manner to enhance enterprise situational 
awareness* 
 
 

* Situational awareness – requires perception of what’s currently 
happening on the network, a comprehension of these events, and 
projection of what could happen next 



Goals 

 Enable NNSA sites to share cyber security incident data 
in a near real-time manner 

 

 Enable cyber security analysts to query once for information 
pertaining to a current or potentially undiscovered attack and 

retrieve results from many sources (locally and 
remotely) 

 

 Demonstrate that a distributed approach is more effective 
than centralized one 
◦ Maintain site’s autonomy over their cyber data and response 

◦ Foster trust and improve coordination and sharing among sites 

 

 Research and develop technology that can enable these goals 

 



Federated Data Sharing 

 
 Design a distributed intelligent information retrieval 

system for cyber analysts 
 Incorporate these features:  

 Scalable architecture 
 Distributed search and storage technology (inspired by major 

Internet providers such as Google, Facebook and Amazon) 
 Open source core engine Apache Lucene/Solr 
 Flexible and User oriented 
 Fault tolerant 

 Form a multidisciplinary and multi-site team 
composed of researchers and operational staff 
◦ Various research/operational orgs – Cognitive Applications, 

IO Work for Others, CSIRTS, Cyber Security R&D 
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http://blogs.sans.org/computer-forensics/author/gregorypendergast/ 



Major Challenges for Data Sharing 

 Geographically distributed architecture presents many 
challenges: 
◦ Distributed resource management 

 Synchronization, configuration, namespace conflicts 

◦ Distributed Message Passing Service 
◦ Distributed Storage System 

 Large data storage and remote document retrieval requirements 

◦ Partitioning of data for horizontal scaleout 
 Data sets will need to be partitioned for distributed analysis via sharding 

◦ Relevancy ranking across many distributed search index stores 
◦ Federated Authentication and Authorization 

 Shibboleth and Apache Shiro being considered 
 Intersite Agreements 
 Human coordination and communication issues 
 Management/governance model needed 
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Analytics 
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Tracer FIRE 

 Forensic Incident Response Exercise 
◦ 2- to 5-day CySec Training/Exercise 

 Excercise reinforces training 

 Malware Reverse-Engineering 

 Protocol Reverse-Engineering 

 Host Forensics 

 Incident Coordination 



Tracer Inferno 

 Intensive Forensic Exercise 
◦ 5 days working data from a single incident in a 
war-room style venue 

◦ Single team focus 



Tracer FIRE Event Sequence 



Proposed Performance Monitoring 

What should the learning 
objectives be for cyber 
defense scenarios? 
 
What instructional content 
should we include to improve 
performance of CSIR 
individuals and teams? 
 
What training performance 
measures and observables 
should be collected? 
 
What kind of immersive 
learning environment best 
supports Tracer FIREs and 
INFERNOs? 
 
What fidelity level is required 
for effective training? 
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SAML 

SAML provides the mechanism for sharing 
tools/data between sites 

 

• Shared Attributes 

• Authentication Type 

• Phone Number 

• Email address 

• Citizenship 

• Cyber Tracer Member 
 





Collaboration Portal 







 


