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INTRODUCTION - HANDBOOK APPLICATION AND SCOPE

Accident Investigations (Al) and Operational Safety Reviews (OSR) are valuable for evaluating
technical issues, safety management systems and human performance and environmental
conditions to prevent accidents, through a process of continuous organizational learning. This
Handbook brings together the strengths of the experiences gained in conducting Department of
Energy (DOE) accident investigations over the past many years. That experience encourages us
to undertake analyses of lower level events, near misses and, adds insights from High Reliability
Organizations (HRO)/Learning organizations and Human Performance Improvement (HPI).

The recommended techniques apply equally well to DOE Federal-led accident investigations
conducted under DOE Order (O) 225.1B, Accident Investigations, dated March 4, 2011,
contractor-led accident investigations or under DOE O 231.1A, Chg. 1, Environment, Safety and
Health Reporting, dated June 3, 2004, or Operational Safety Reviews as a element of a
“Contractor Assurance Program.” However, the application of the techniques described in this
handbook are not mandatory, except as provided in, or referenced from DOE O 225.1B for
Federally-led investigations.

The application of the techniques described as applied to contractor-led accident investigations
or OSRs are completely non-mandatory and are applied at the discretion of contractor line
managers. Only a select few accidents, events or management concerns may require the level
and depth of analysis described in this Handbook, by the contractor’s line management.

This handbook has been organized along a logical sequence of the application of the DOE “core
analytical techniques” for conducting a DOE Federal-, or contractor-led Accident Investigation
or an OSR in order to prevent accidents. The analysis techniques presented in this Handbook
have been developed and informed from academic research and validated through industry
application and practice.

The techniques are for performance improvement and learning, thus are applicable to both Al
and OSR. This handbook serves two primary purposes: 1) as the training manual for the DOE
Accident investigation course, and the Operational Safety and Accident Analysis course, taught
through the National Training Center (NTC) and, 2) as the technical basis and guide for persons
conducting accident investigations or operational safety analysis' while in the field.

Volume I - Chapter 1; provides the functional technical basis and understanding of accident
prevention and investigation principles and practice.

Volume 1 - Chapter 2; provides the practical application of accident investigation techniques as
applicable to a DOE Federally-led Accident Investigation under DOE O 225.1B. This includes:
the process for organizing an accident investigation, selecting the team, assigning roles,
collecting and recording information and evidence; organizing and analyzing the information,

i The term operational safety analysis for the purposes of this Handbook should not be confused with
application of other DOE techniques contained within nuclear safety analysis directives or standards
such as 10 CFR 830 Subpart B, or DOE-STD-3009.
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forming Conclusions (CON) and Judgments of Need (JON), and writing the final report. This
chapter serves as a ready easily available reference for Board Chairpersons and members during
an investigation.

Volume II provides the adaptation of the above concepts and processes to an OSR, as an
approach to go deeper within the contractor’s organization and prevent accidents by revealing
organizational weaknesses before they result in an accident.

Simply defined, the process in this Handbook includes:

e Determining What Happened,
e Determining Why It Happened and,
e Developing Conclusions and Judgments of Needs to Prevent Re-Occurrence.

To accomplish this, we use:

e Event and Causal Factor Charting and Analysis.
e And, apply the core analytical techniques of:

= Barrier analysis;

= Change analysis,

= Root cause analysis, and

= Verification analysis.

Each of these analyses includes the integration of tools to analyze, DOE and Contractor
management systems, organizational weaknesses, and human performance. Other specific
analysis, beyond these core analytical techniques may be applied if needed, and are also
discussed in this Handbook.



DOE-HDBK-1208-2012

ACKNOWLEDGEMENTS

This DOE Accident and Operational Safety Analysis Handbook was prepared under the
sponsorship of the DOE Office of Health Safety and Security (HSS), Office of Corporate Safety
Programs, and the Energy Facility Contractors Operating Group (EFCOG), Industrial Hygiene
and Safety Sub-group of the Environmental Health and Safety (ES&H) Working Group.

The preparers would like to gratefully acknowledge the authors whose works are referenced in
this document, and the individuals who provided valuable technical insights and/or specific
reviews of this document in its various stages of development:

Writing Team Co-Chairs:

e David Pegram, DOE Office of Health Safety and Security (HSS)

e Richard DeBusk, Lawrence Berkley National Laboratory (LBNL)
Writing Team Members:

e Marcus Hayes, National Nuclear Security Administration (NNSA)

e Jenny Mullins, DOE Oak Ridge Site Office (ORO)

e Bill Wells, Lawrence Berkley National Laboratory (LBNL)

e Roger Kruse, Los Alamos National Laboratory (LANL)

e Rick Hartley, Babcock and Wilcox Technical Services Pantex (BW-PTX)

e Jeff Aggas, Savannah River Site (SRS)

e Gary Hagan, Oak Ridge Y-12 National Security Complex (Y 12)
Advisor:

e Earl Carnes, DOE Office of Health Safety and Security (HSS)
Technical Editors:

e Susan Keffer, Project Enhancement Corporation

e Erick Reynolds, Project Enhancement Corporation



DOE-HDBK-1208-2012



DOE-HDBK-1208-2012

Table of Contents

INTRODUCTION - HANDBOOK APPLICATION AND SCOPE ........coooiieierererrerreeereeeseeeeeeeeeeeeeees i
ACKNOWLEDGEMENTS ... ooiiiiiciiiiirrrrcee s s s e s s s mss s s s e e s e s emass s s s s e e e e s mma s s s s e s e e e s nmmnsnssnsnenns iii
ACRONYMS ...t e e e e e e e e e e e e e e e e e e e e e e e e e e e e eeeeeeeeeeeeeeeeeeeeeeeeeeeereeaaaaaanaan Xi
FOREWORND.......coiiiiiiciii i rir st s s s e s e s rems s s s e e e s e s e masss s s e e e e e s nnassssssssernesnnmnssssssssrresnnnnsssnnnssnnnnns 1
CHAPTER 1. DOE’S ACCIDENT PREVENTION AND INVESTIGATION PROGRAM............. 11
1. Fundamentals........ 11
1.1 Definition of an Accident...........cccciiiiiii e ————— 11
1.2 The Contemporary Understanding of Accident Causation..............ccceevmmrrrrriiniiiiinnes 11
1.3 Accident Models — A Basic Understanding..........ccooouriinsss s 1-2
1.3.1 Sequence Of EVENTS MOEL.........cioiiiiiiiee et e e et e e e e e e aaraaee s 1-2
1.3.2 Epidemiological or Latent Failure Model .........c..oeeviiieiiiiie it 1-3
1.3.3 SYSTEMIC IMOUEI ...ttt e e ee e e e e e e e e tbb e e e e e e e s esatareseeeeeesnnsrraeeeaeens 1-4
1.4 Cause and Effect Relationships .........cccoiiiiiiiiiiiciicirirrrrrr s 1-5
1.4.1 Investigations LOOK BACKWAIrdS .......cccoiiiiiiiiei et e e esrree e e e e e 1-5
1.4.2 Cause and Effect are INferred ... 1-6
1.4.3 Establishing a Cause and Effect Relationship........cccuuieeiiiiiccc e, 1-6
1.4.4 The Circular ArgumeNnt fOr CAUSE ....coiiiiiiiiiee ettt e e rre e e e e e e s snnreee e e e e e eeannes 1-6
1.4.5 (0o 10 o1 d=Ta =T AU T | £ USRS 1-7
1.5 Human Performance Considerations............cccouiiiiiiiiiiiiiii e 1-8
1.5.1 Ba ADPIES . ettt e e e e e e e e e e e baae e e e e e eartararaeaeeeeabrraraeaeeeannnes 1-9
1.5.2 Human Performance Modes — Cognitive DemMands.........ccceeeuveeeiiiieeesiiiee e e 1-9
1.5.3 [ o T e =T U] Yo ] TP PPPPPPPPPPIN 1-11
154 (0] o114 91721 o] o FUU PP PPTPP U PRRPPPP 1-13
1.5.5 WWOIK CONEEXL 1eeiiiiiiiieiciiie ettt ettt e et e e s tte e e s s bee e e ssnteeessstaeessabeeeesantaeessasseeenans 1-13
1.5.6 Accountability, Culpability and JUst CUILUe .....coccviiiiiiiiiicec e 1-15
1.6 From Latent Conditions to Active Failures............cccccceeeiiiiii e 1-16
1.7 Doing Work Safely - Safety Management Systems............cccovvimmmmriiiiniicniisnneecnnnns 1-18
1.7.1  The FuNction of Safety Barriers.....ccccuiii i cciiies et eetree st e e s ate e e e svae e s sentaeeeeans 1-20
1.7.2 Categorization Of BArTiErs ......ciiciiii i e e et e e et e e e sntaeeeeaes 1-22
1.8 Accident Types/ Individual and Systems...........cccceeeiiiiiiiei s 1-25
1.8.1 TaTe IRV Lo [ | I AN olol o [T | & PSPPSR 1-25
1.8.2 Preventing INdividual ACCIAENTS ..co.uviiiiiiiie e 1-26
1.8.3 R =T 41 Vol T 1T o SR 1-27
1.8.4 HOoW System ACCIAENTS OCCUN ... .iiiiiiieeciieieee e ettt e e e e e e ecere e e e e s e esrare e e e e e e e esnnraeeeeeeesnnnnns 1-28
1.8.5 Preventing System ACCIAENTS .......uiiiiii i e e e e e e e e e e 1-29
1.9 Diagnosing and Preventing Organizational Drift ............cccceiiimiiincccieeneeee 1-30



DOE-HDBK-1208-2012

1.9.1 Level I: Employee Level Model for Examining Organizational Drift -- Monitoring

the Gap — “Work-as-Planned” vs. “Work-as-Done” .........ccccccveeeeiciieeeeiiee e 1-31

1.9.2 Level Il: Mid-Level Model for Examining Organizational Drift — Break-the-Chain ........... 1-32
1.9.3 Level lll: High Level Model for Examining Organizational Drift ..........cccccoveiiivieeiiiineenns 1-35
1.10 Design of Accident Investigations ...........cccceeeieeii e 1-36
1.10.1  Primary Focus — Determine “What” Happened and “Why” It Happened ........................ 1-37
1.10.2 Determine Deeper Organizational FACtOrs .......cccovvcciiiiiiee it 1-38
1.10.3 Extent of Conditions anNd CAUSE .......ccuueiiiiiiiiiiiiiie ettt ssieee et e e s sbee e ssatee e s sbeeeeeeane 1-39
1.10.4 Latent Organizational WeaKn@SSES ......ccoccuuiiiiiee et ee et e e e ecvrrre e e e s e enneeeee e e 1-39
1.10.5 OrganizationNal CUILUIE .......ocei it e e e e e e e re e e e e e e s e nbaaeeeeaeeanas 1-41

1.11 Experiential Lessons for Successful Event Analysis..........cccccccmiirinniiiniinnnneennnn. 1-45
CHAPTER 2. THE ACCIDENT INVESTIGATION PROCESS ..........eeennnennnnsnnsnnnnnns 21
2. THE ACCIDENT INVESTIGATION PROCESS........ s s s 21
2.1 Establishing the Federally Led Accident Investigation Board and Its Authority......2-1
2.11 Accident Investigations’ Appointing Official .........cccevivivieiiniiiii e, 2-1
2.1.2 Appointing the Accident Investigation Board ........cccccoevecuiiiiiie e 2-3
2.1.3 Briefing the BOArd ........uiiiiiiieiieee e e e e e ettt e e e e e et e e e e e e e nrrens 2-5

2.2 Organizing the Accident Investigation...........ccccccmriiinniiii 2-6
2.2.1 [P T aT a1 V=PSRNt 2-6
2.2.2 Collecting Initial Site INfOrmMation .........ccoociiii i e 2-6
2.2.3 Determining Task ASSIZNMENTS .....ccuviii ittt e e e e e srre e e s araeessaereeeas 2-6
224 Preparing @ SChEAUIE ......viei et e e e e e snba e e e snraeeeas 2-7
2.2.5 ACQUITING RESOUICES ...ttt bttt e et ettt e b e e eeeeeeseeeseseeeeeseeeesaseseneees 2-8
2.2.6  Addressing Potential Conflicts of INterest.......cccccuveiiiiiiiiciie e 2-9
2.2.7 Establishing Information Access and Release Protocols.........ccceeveiveeiecieeeccciiee e, 2-9
2.2.8 Controlling the Release of Information to the PUBIIC .......ccvvvivciiiiiiiiiie e, 2-10

2.3 Managing the Investigation ProCess...........cccvvvmmmmmriiinininnssnner s 2-11
2.3.1 Taking Control of the ACCIdEeNT SCENE .......ooeeeviiieeee e e 2-11
2.3.2 Initial Meeting of the Accident Investigation Board ........cccceeccvvivieeiiiiicciieee e, 2-12
233 Promoting TEAMWOIK ....eeeeiiieeeee e e e s r e e e e e e e s re e e e e e eanas 2-13
2.3.4 Managing Evidence, Information Collection........cccueeeeeiiiiicciee e 2-15
235 Coordinating Internal and External Communication .........cccceeciieeeiiiieeccciee e 2-15
2.3.6 Managing the ANAIYSIS .....ueee it e e e ebae e e e eaba e e e neeas 2-17
2.3.7 Managing RePOrt WIitiNg.....oooeiiieieieeece et eeeereaeeeeees 2-18
2.3.8 Managing Onsite CloSEOUL ACLIVITIES ...ccccvviieiiiiieeciee et 2-19
2.3.8.1 Preparing Closeout Briefings. ...t 2-19

2.3.8.2 Preparing Investigation Records for Permanent Retention.........ccccccvveeveeeencnnnneenn. 2-19

2.3.9 Managing Post-Investigation ACiVITIes......uuuuiiiii i e 2-21
2.39.1 Corrective ACtION Plans .......cii ittt e et e e st e e e s sbae e e enes 2-21
2.3.9.2 Tracking and Verifying Corrective ACtIONS .......ccvvveeeeeiiiiiiiieeee et eeerreee e 2-21

2.3.9.3 Establishing LeSSONS LEAIrNEd.......cociieeiiiiiiiee ettt e e e e 2-22

2.4 Controlling the Investigation ...........ccccciiiiiiiiiiiii 2-23
2.4.1 Monitoring Performance and Providing Feedback ............ccccccveviiiiiiiicciiee e 2-23
2.4.2 Controlling Cost and SChedUIE .........uueiieiii e e 2-23

vi



25

2.6

2.7

2.8

DOE-HDBK-1208-2012

D N B XY UL o = @ LU =1 [ A U UPRRR 2-24
Investigate the Accident to Determine “What” Happened...........c.rrreecciiiiinnneeeee. 2-24
2.5.1 DeterminiNg FACTs ...cooeeeie e enene 2-24
2.5.2 Collect and Catalog Physical EVIAENCE .....cccueeviiiiiiei ettt e 2-26
2.5.2.1 Document Physical EVIAENCE ...ccceeoeeeiiiiiiee ettt e e e e e e 2-28
2.5.2.2 Sketch and Map Physical EVIENCE ......ucevviiiciiiiieeee ettt 2-28
2.5.2.3 Photograph and Video Physical EVIdeNnCe .........cccvevveeeecciiiiieee e, 2-29
2.5.24 Inspect Physical EVIENCE........ueeiii ittt ettt e e e e e e e e e 2-30
2.5.2.5 Remove Physical EVIAENCE .....uiiiiiiicieeeee ettt e e e ee e e 2-30
253 Collect and Catalog Documentary EVIdENCE .......ovveveeicciiiiieee et 2-31
2.5.4 Electronic Files to Organize Evidence and Facilitate the Investigation..........ccccccceeuunnneen. 2-32
2.5.5 Collecting HUM@AN EVIENCE...cccii ittt e e s et e e e e s e ennaeeeee s 2-34
2.5.6 (o Tor Lo [ oY= AV o g LT Y 2-34
2.5.7 CoONAUCEING INTEIVIEWS oeiiiiiiieiciiie ettt ettt e e e ta e e e s sata e e e sataeeesabaeeesnntaeeesanes 2-35
2571 Preparing for INTEIVIEWS ......c..vii ittt e e evre e e avae e e 2-35
2.5.7.2 Advantages and Disadvantages of Individual vs. Group Interviews ...........cccee.n.... 2-36
2.5.7.3 INEEIVIEWING SKIllS ..vviiiiiieie e e e e re e e are e e e 2-37
2.5.7.4 Evaluating the Witness’s State of Mind ........cccoeiiiiiieiiiciii e 2-39
Analyze Accident to Determine “Why” It Happened............cccoimmmiremcccciniierereccennnn, 2-40
2.6.1 Fundamentals of ANAIYSIS ...ccooiiiiiiie e a e 2-40
2.6.2 Core Analytical Tools - Determining Cause of the Accident or Event..........ccccceeeeennnnnneee. 2-41
2.6.3 The Backbone of the Investigation — Events and Causal Factors Charting ............c.......... 2-43
2.6.3.1 ECF Charting SYMDbOIS...... ..ttt e e e e e e e e e 2-47
2.6.3.2 Events and Causal Factors Charting Process Steps .......ccccvvvveeiiiicicvieeeee e, 2-47
2.6.3.3 Events and Causal Factors Chart EXample ......ccccvvieeeeiiicccieeee e, 2-58
2.6.4 3 T TS g A g T | YA £ UUURRRNE 2-60
2.6.4.1 ANAIYZING BAITIEIS woeiieiiictiieeee et e e e e st e e e e e s s st e e e e e e e s sanasaaneneeeeenas 2-60
2.6.4.2 Examining Organizational Concerns, Management Systems, and Line
Management OVErSIGNt........cuuii i 2-65
2.6.5 Human Performance, Safety Management Systems and Culture Analysis ...................... 2-69
2.6.6 ChaNgE ANAIYSIS...uviii e ettt e et e e et e e e s tte e e e ebaeeesentaeeeeabteeeeanbaeeeennraaeeanes 2-69
2.6.7  The Importance of Causal FACtOrS.......ccuiiiiiiiiii ettt 2-76
2.6.8 CAUSAI FACTOIS ..eiiiiiiiiiieiie ettt ettt ettt st e e sat e e sbe e sbb e e sabeesabeesbaeesateesabaeenns 2-77
2.6.8.1 D =T o o O 1 U ] OO UPPTPPPPN 2-78
2.6.9 CONLIIDULING CAUSES ...vveiiiiiie ettt ettt e et e e et e e e s eare e e s s bee e e s abeaeesnteeeesnbeeeesnnnes 2-79
2.6.10  ROOE CAUSES..cctitiiiiiiiiiiiiiiieieieieeeteeeeeeeeeeeeeeeeeeeeeeeeaeeaaaaeaaaeeaaaesesaesesssesssasasssssssssssssssssssssnsnannns 2-79
2.6.10.1 ROOt CAUSE ANGIYSIS veeeieiiiieeiiiie ettt e e e sbee e s abee e s s bae e e e saneeas 2-80
2.6.11  Compliance/NONCOMPIIANCE ......ccvieeereeetie ettt ettt ettt re e et e et e eeteeesabeeeree s 2-83
2.6.12  AUtomMated TECNNIGUES .....uiiiiiee ettt ettt e e e e et rr e e e e e e e e snbrbaeeeeeeeennnraaeeeas 2-86
Developing Conclusions and Judgments of Need to “Prevent” Accidents in
L0 L= 30 U |- 2-87
2.7.1 6] 0T TV 1] o] o NPT PRPRPR 2-87
2.7.2 UL e g 1T o} o A N1 =T PSR 2-88
2.7.3 MINOFILY OPINIONS ..ottt sssbsbsnssarennnes 2-91
Reporting the ReSUIES.......coovieeeecccirerrre s s r s e nmmanes 2-92
2.8.1 LV g A TaY = o T Y=Y o o SRR 2-92

vii



DOE-HDBK-1208-2012

2.8.2 Report Format and CONTENT.......cciiiiiii et e e e etre e e e arae e e eneeas 2-93
2.8.3 D11l =114 1T OO PP 2-95
2.8.4  Appointing Official’s Statement of Report ACCeptance ........cccceevcveeeevcieeeeceee e, 2-95
2.8.5 Acronyms and INItIAlISMS ..eeeieiiieiiiic e e e e e 2-96
2.8.6 Prologue - Interpretation of SignificanCe.......ccccvivcieiiicciie i 2-97
2.8.7 EXECUTIVE SUMIMAIY it ss s bsbsbsbesanennnes 2-98
2.8.8 Tal oo [T ot Ie] o NP PSPPSR 2-100
2.8.9 o Tt a g o To AN g = | Y LSRR 2-102
2.8.10 Conclusions and Judgments Of NEed .........cccovciiiiiiee i e e e 2-106
B 200 B R |V 11 T ] o 1 A U= oY Y 2-108
R A - To ¥ [ o I T={ T L {0 T EUUU 2-108
2.8.13 Board Members, Advisors, Consultants, and Staff .........cccceeeeveeiiieieieiiiiiiiiiieeeeeeeeeeeee, 2-110
< S 1Y o] o 1= o o | ol Y- SSUU 2-110

2.9 Performing Verification Analysis, Quality Review and Validation of
00T 0 T 117 o T 1= 211
2.9.1 SErUCtUrE aNd FOIMAt....uciiiiiie et e e s e e sar e e e esneae e e ennaee s 2-111
2.9.2 Technical and POlICY ISSUBS ......uiiiiiiiieciitiee ettt ettt vre e e s aee s e sbae e s e eabeee e e e 2-111
29.3 VErifiCation ANAIYSIS . ciii it e e e e e e e e e e ara e e e anaes 2-111
2.9.4 Classification and Privacy REVIEW .........cceeiiiieiiiiiiiee e eccciieeee e setrae e e e e e e e enrreee e e e s eennnns 2-112
2.9.5 FActual ACCUIACY REVIEW ........ueiiiiiiee ettt ettt et e e e e tree e e e e e e esabrae e e e e e s e eanaaaeeeaeeennnns 2-112
2.9.6 Review by the Chief Health, Safety and Security Officer.......ccooccveiiiiiciiiiieiieeeiieee, 2-112
2.9.7 Document the Reviews in the RECOIdS ........cociiiiiiiiiiiiiiiiec e 2-112
2.10 Submitting the Report ... 2113
Appendix A. GlOSSANY ...coiiiiiiieiieeeee s e e e s e s e e s s e e e s e s e e s e s e e e e e e s e e e e e e e e e e e e reeeeeranreeareanreearranrrrnnrannrnnnes A-1
Appendix B. REFEIENCES ... e B-1
Appendix C. Specific Administrative Needs ..........ooememmmmmmmmmmmmmmemmemmeeemeeeeeeeeeeeeee e C-1
Appendix D. o 1 =P D-1
Attachment 1. ISM Crosswalk and Safety Culture Lines of Inquiry ..........ccccovimmmeeiiiniiinnes 11
Attachment 2. Bibliography ... oo rr s s s e e e e e e e nmmn s 21

viii



DOE-HDBK-1208-2012

Table of Tables

Table 1-1:
Table 2-1:
Table 2-2:
Table 2-3:
Table 2-4:
Table 2-5:

Table 2-6:
Table 2-7:
Table 2-8:
Table 2-9:
Table 2-10:
Table 2-11:
Table 2-12:
Table 2-13:

Table 2-14:
Table 2-15:
Table 2-16:
Table 2-17:
Table 2-18:
Table 2-19:
Table 2-20:
Table 2-21:
Table 2-22:

Common Organizational WeakneSSes .........ueiieiiieiiiiiiec ettt s evae e 1-40
DOE Federal Officials and Board Member Responsibilities ........ccccceeeeciiieeieeiiccciiiieeee, 2-1
DOE Federal Board Members Must Meet These Criteria .....cc.cccevveeinieeriieenieenneeenieennenn 2-4
These Activities should be Included in an Accident Investigation Schedule....................... 2-7
The Chairperson Establishes Protocols for Controlling Information .........ccccceevviieeennen. 2-10
The Chairperson Should Use These Guidelines in Managing Information Collection

ACTIVITIS. ettt ettt e e e ettt e e e s e e a e e e e e e s e e e e ee e e s e e annreaeeeas 2-17
Use Precautions when Handling Potential Blood Borne Pathogens.........ccccccovvevivcveennnn. 2-28
These Sources are Useful for Locating Witn@SSEs.......cccvveeeiiieieeiiiee et 2-34
Group and Individual Interviews have Different Advantages........ccccccceeeevcciiieeeeeeecccinns 2-37
Guidelines for Conducting Witness INterviEWS .........cccuveieiiiieeiiiiee e 2-38
Benefits of Events and Causal Factors Charting.........cccceeeeeeciiieeer e 2-46
Common Human Error Precursor MatriX.....cccveeeeeiiiiiiiiiiiieieieeece e 2-53
Sample Barrier Analysis WOrksheet ..., 2-64
Typical Questions for Addressing the Seven Guiding Principles of Integrated Safety

Y TaE T=d=T0 g 1] o) OO POPOS PP P PP PO PP PPPPPPPPPPPPPPPRE 2-67
Sample Change Analysis WOrKShEet ........cccuuiiieiiiii it 2-74
Case Study: Change Analysis SUMMAIY......ccoueiiiiiiieiiciieeerreeeecrree e e e ssire e e esreeeesareeeeas 2-75
(O 1IN 0o VN T oo [N Tox o] o W PR 2-77
Compliance/Noncompliance Root Cause Model Categories.........ccoveevueeeeereecveeecreeeeneens 2-85
These Guidelines are Useful for Writing Judgments of Need.........ccccoeevvveivcieeecciiee e, 2-90
Case Study: Judgments Of NEE.........uuiiiii i 2-90
Useful Strategies for Drafting the Investigation Report .......ccccceecieeeivciee e, 2-93
The Accident Investigation Report Should Include these Items .........cccovvveeeeieviciiineeen. 2-94
Facts Differ from ANAIYSIS ...t e e e 2-104

Table of Figures

Figure 1-1:
Figure 1-2:
Figure 1-3:
Figure 1-4:
Figure 1-5:
Figure 1-6:
Figure 1-7:
Figure 1-8:
Figure 1-9:
Figure 1-10:

IAEA-TECDOC-1329 — Safety Culture in Nuclear Installations.........ccccceeeevveeeeiieeecciiee e, 1-8
PerformManCe IMOES.........oocuiiiiieecieeecee ettt ee st e s e e s ba e e sraeessteesbeeenaeesnseesneeas 1-11
EFTOr PrOCUISOIS . oeiieeeeeeee ettt sssssbsssssnnnnne 1-12
Organizational Causes Of ACCIAENTS ......ccccciieiiiiiiiee ettt e e etre e e sarae e e 1-17
Five Core Functions of DOE’s Integrated Safety Management System .......cccccceeveiveennns 1-20
Barriers and Accident Dynamics — Simplistic DESIZN ......cvveeeeciieiiiiiiee e 1-21
Lo LYo I | I Yool o =T o | PSSP 1-26
SYSEEM ACCIABNT . .eviieiciiee e e e e et e e e et e e e s sat e e e e sbteeeeenbaeeesntaeeesnseeeanns 1-28
How System AcCidents HAPPEN .....coeee ettt e ettt e e snrree e e e e e e rae e e e e e 1-29
Prevent @ System ACCIAENT.........uii it e e e ara e e e 1-30



Figure 1-11:
Figure 1-12:
Figure 1-13:
Figure 1-14:
Figure 1-15:

Figure 2-1:
Figure 2-2:
Figure 2-3:
Figure 2-4:

Figure 2-5:
Figure 2-6:
Figure 2-7:

Figure 2-8:
Figure 2-9:

Figure 2-10:
Figure 2-11:
Figure 2-12:
Figure 2-13:
Figure 2-14:
Figure 2-15:
Figure 2-16:

DOE-HDBK-1208-2012

Level | - “Work-as-Done” Varies from “Work-as-Planned” at Employee Level ................ 1-32
Level Il - Physics-Based Break-the-Chain Framework ..........cocccviieeeeiicecciiieeee e, 1-35
Level lll - High-Level Model for Examining Organizational Drift.........cccccoceviiiiieeiicieeenns 1-36
Factors Contributing to Organizational Drift .........cccceeeiiiei i 1-37
Assessing Organizational CURUIE .......oovuiiii i 1-42
Typical Schedule of Accident INVeStIZatioN.........cccuiiiiiiiiii e 2-8
Example of Electronic File Records To Keep for the Investigation..........cccceevvvvveeiicieennnns 2-33
ANQIYSIS ProCESS OVEIVIEW ....uviiiiiieiiiciiiitreeeeeeeiitteeeeeesesstareeeeeeeesssansseaeeessssssssssnneessssnsssenns 2-42
Simplified Events and Causal Factors Chart for the July 1998 Idaho Fatality CO2

Release at the Test REACTON AF€@.......ciiiviiiiiiiiiee ettt rree e e s rbee e s 2-49
Sequence of Events and Actions FIOWChart ........cccceveiiiiiiiie e 2-50
Decisions before Actions FIOWChart........ccooiviiiiiiiiiii e 2-50

Conditions and Context of Human Performance and Safety Management Systems

(211011 ol o - Y SRR 2-51
Context of DeciSioNs FIOWCNAI........iiiiiriiiierieeciee et see e e ssaae e 2-52
RACKEd QUL A BrEaKer .. .uviiiiiiiiie ettt e s bee e e s abe e e e bre e s e nbee e e snnnes 2-59
Excerpt from the Accident ECF Chart.........oooiciieeieieec ettt et 2-60
Summary Results from a Barrier Analysis Reveal the Types of Barriers Involved ............ 2-61
The Change ANalysis PrOCESS .....ccccuiiiiiiiiee et ecitee ettt e s e e e e e e e sabae e s s abee e s snaee e e eaneeas 2-70
Determining Causal FACtOrS .......uuiiiiieiiccciieeee et e et e e e e e e e e e e e e e snre e e e e e e eenas 2-76
Roll Up Conditions to Determine Causal FActors .......cccoccueviiicieeiccieee et 2-78
Grouping Root Causes on the Events and Causal Factors Chart........ccccceeeveciiieeeeeniicnnns 2-83
Facts, Analyses, and Causal Factors are needed to Support Judgments of Need............. 2-89



ACRONYMS

AEC
Al
AIB
BAM
BTC
CAM
CFA
CFR
CON
CTL
DOE
DOE G
DOE M
DOE O
DOE P
El

E2
ECAQ
ECFA
ECF
EFCOG
ERDA
ES&H
FOIA
FOM
HPI
HRO
HSS
IAEA
INPO
ISM

DOE-HDBK-1208-2012

Atomic Energy Commission
Accident Investigation
Accident Investigation Board
Barrier Analysis Matrix
Break-the-Chain

Culture Attribute Matrix
Causal Factors Analysis
Code of Federal Regulations
Conclusions

Comparative Timeline
Department of Energy

DOE Guide

DOE Manual

DOE Order

DOE Policy

Electrician 1

Electrician 2

Extraneous Conditions Adverse Quality
Expanded Causal Factors Analysis

Events and Causal Factors

Energy Facility Contractors Operating Group

Energy Research and Development Administration

Environment, Safety and Health
Freedom of Information Act

Field Office Manager

Human Performance Improvement
High Reliability Organization

Office of Health, Safety and Security
International Atomic Energy Agency
Institute of Nuclear Power Operations

Integrated Safety Management

Xi



ISMS
IWD
LOW
LOTO
JON
MOM
MORT
NNSA
NTC
OPI
ORPS
OSHA
OSR
PM
PPE
SSDC
TWIN

WAD
WAP

DOE-HDBK-1208-2012

Integrated Safety Management System
Integrated Work Document

Latent Organizational Weakness Table
Lockout/Tagout

Judgment of Need

Missed Opportunity Matrix

Management Oversight and Risk Tree Analysis
National Nuclear Security Administration
National Training Center

Office of Primary Interest

Occurrence Reporting and Processing System
Occupational Safety and Health Administration
Operational Safety Review

Preventive Maintenance

Personal Protection Equipment

Safety Management System Center

Task, Work Environment, Individual Capabilities, Human Nature (TWIN)
Analysis Matrix (Human Performance Error Precursors)

“Work-as-Done”

“Work-as-Planned”

Xii



DOE-HDBK-1208-2012

FOREWORD

“The ... (DOE) has exemplary programs for the control of accidents and fires, signified by
numerous awards. Its work in such areas as reactors, radiation, weapons, and research has
developed new methods of controlling unusual and exotic problems, including safe methods
of utilizing new materials, energy sources, and processes.

Despite past accomplishments, human values and other values stimulate a continual desire to
improve safety performance. Emerging concepts of systems analysis, accident causation,
human factors, error reduction, and measurement of safety performance strongly suggest the
practicality of developing a higher order of control over hazards.

Our concern for improved preventive methods, nevertheless, does not stem from any specific,
describable failure of old methods as from a desire for greater success. Many employers
attain a high degree of safety, but they seek further improvement. It is increasingly less
plausible that the leading employers can make further progress by simply doing more, or
better, in present program. Indeed, it seems unlikely that budget stringencies would permit
simple program strengthening. And some scaling down in safety expenditures (in keeping
with other budgets) may be necessary.

Consequently, the development of new and better approaches seems the only course likely to
produce more safety for the same or less money. Further, a properly executed safety system
approach should make a major contribution to the organization's attainment of broader
performance goals.”

These words were written by W. G. Johnson in 1973, in The Management Oversight and Risk
Tree — MORT, a report prepared for the U.S. Atomic Energy Commission (AEC). While written
almost 40 years ago Johnson’s words and the context in which the MORT innovation in accident
prevention and investigation was developed remains as vital today as then. [Johnson, 1973]'

The MORT approach described in the report was converted into the first accident investigation
manual for the Energy Research and Development Administration (ERDA), the successor to
AEC, in 1974. In 1985 the manual was revised. The introduction to that revision explained that:

“In the intervening years since that initial publication, methods and techniques that were
new at that time have been further developed and proven, and Johnson's basic concepts and
principles have been further defined and expanded. Experience in using the manual in
conducting high quality, systematic investigations has identified areas for additional
development and has generated need for yet higher levels of investigative excellence to meet
today's safety and loss control needs.

This revision is intended to meet those needs through incorporating developments and
advances in accident investigation technology that have taken place since Johnson’s first
accident investigation manual was written.”
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This new DOE Operational Safety and Accident Analysis Techniques Handbook was prepared in
the tradition of Johnson’s original report and its subsequent revisions. It incorporates
“developments and advances in accident investigation technology that have taken place since...”
issuance of the DOE Accident Investigation Workbook, Rev. 2, 1999.

What are those developments that prompted issuance of a new Handbook? One researcher
expresses the current situation thus:

“Accident models provide a conceptualisation of the characteristics of the accident, which
typically show the relation between causes and effects. They explain why accidents occur,
and are used as techniques for: risk assessment during system development, and post hoc
accident analysis to study the causes of the occurrence of an accident.

The increasing complexity in highly technological systems such as aviation, maritime, air
traffic control, telecommunications, nuclear power plants, space missions, chemical and
petroleum industry, and healthcare and patient safety is leading to potentially disastrous
failure modes and new kinds of safety issues. Traditional accident modelling approaches are
not adequate to analyse accidents that occur in modern sociotechnical systems, where
accident causation is not the result of an individual component failure or human error.”
[Qureshi, 2007]

In 1978, sociologist Barry Turner wrote a book called Man-Made Disasters, in which he
examined 85 different accidents and found that in common they had a long incubation period
with warning signs that were not taken seriously. Safety science today views serious accidents
not as the result of individual acts of carelessness or mistakes; rather they result from a
confluence of influences that emerge over time to combine in unexpected combinations enabling
dangerous alignments sometimes catastrophically. [Turner and Pidgeon, 19787

The accidents that stimulated the new safety science are now indelibly etched in the history of
safety: Challenger and Columbia, Three Mile Island, Chernobyl, Bophal, Davis Besse, Piper-
Alpha, Texas City, and Deepwater Horizon. The list is long. These accidents have introduced
new concepts and new vocabulary: normal accidents, systems accidents, practical drift, normal
deviance, latent pathogens, the gamblers dilemma, organizational factors, and safety culture. As
explained by Roger Boisjoly in an article after the 1986 Challenger accident: “It is no longer the
individual that is the locus of power and responsibility, but public and private institutions. Thus,
it would seem, it is no longer the character and virtues of individuals that determine the
standards of moral conduct, it is the policies and structures of the institutional settings within
which they live and work.” [Ermann and Lundman, 1986]"*

The work of Johnson and the System Safety Development Center at the Idaho National
Engineering Laboratory was among the early contributions to a systems view. The accident at
the Three Mile Island nuclear plant in 1979 prompted new directions in safety and organizational
performance research going beyond human actions and equipment as initiating events to examine
the influence of organizational systems. Charles Perrow’s 1984 book, Normal Accidents,
challenged long held beliefs about safety and accident causation. Publication of his book was
followed by the Bhopal chemical leak (1984), the Chernobyl disaster (1986), and the Challenger
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explosion (1986); contributed additional urgency for rethinking conventional wisdom about
safety and performance in complex systems. [Perrow, 19847

In 1987, the first research paper on what have come to be known as Highly Reliable
Organizations (HRO) was published, The Self-Designing High-Reliability Organization: Aircraft
Carrier Flight Operations at Sea by Gene 1. Rochlin, Todd R. La Porte, and Karlene H. Roberts
published in the Autumn 1987 issue of Naval War College Review. HRO concepts were
formally introduced to DOE through the Defense Nuclear Federal Safety Board Tech 35 Safety
Management of Complex, High-Hazard Organizations, December 2004, and subsequently
adopted as design principles in the Department’s “Action Plan - Lessons Learned from the
Columbia Space Shuttle Accident and Davis-Besse Reactor Pressure-Vessel Head Corrosion
Event.” DOE’s adoption of Human Performance Improvement (derived from commercial
nuclear power and aviation successful approaches and socio-technical system research)
reinforced the findings of high reliability research with specific practices and techniques.
[Rochlin, La Porte, Roberts, 1987]°

Early HRO studies were expanded to other hazardous domains over a period of some 20 years.
The broad body of research revealed common characteristics among diverse mission high hazard
organizations that are able to accomplish their missions safely over long time periods with few
adverse events. HRO research has been further expanded though the perspective of Resilience
Engineering. This perspective counters the historical deterministic view that safety is an inherent
property of well-designed technology and reveals how technology is nested in complex
interrelationships of social, organizational, and human factors. Viewing safety though the lens of
complexity theory illuminates an understanding that it is the ability of people in organizations to
adapt to the unexpected that produces resilient systems, systems in which safety is continually
created by human expertise and innovation under circumstances not foreseen or foreseeable by
technology designers.

Erik Hollnagel, a pioneer of the Resilience Engineering perspective, has explained that accident
investigation and risk assessment models focus on what goes wrong and the elimination of
"error.” While this principle may work with machines, it does not work with humans.
Variability in human performance is inevitable, even in the same tasks we repeat every day.
According to Hollnagel; our need to identify a cause for any accident has colored all risk
assessment thinking. Only simple technology and simple accidents may be said to be “caused.”
For complex systems and complex accidents we don't "find" causes; we "create" them. This is a
social process which changes over time just as thinking and society change. After the Second
World War and until the late 1970s, most accidents were seen as a result of technical failure.
The Three Mile Island accident saw cause shift from technical to human failure. Finally in the
1980s, with the Challenger disaster, cause was not solely technical or human but organizational.
Hollnagel and other resilience thinking proponents see the challenge not as finding cause. The
challenge is to explain why most of the time we do things right and to use this knowledge to shift
accident investigation and prevention thinking away from cause identification to focus on
understanding and supporting human creativity and learning and performance variability. In
other words, understanding how we succeed gains us more than striving to recreate an
unkno7wable history and prescribing fixes to only partially understood failures. [Hollnagel,
20006]
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It has been suggested that we are living in the fifth age of safety. The first was a technical age,
the second a systems age, and the third a culture age. Metaphorically, the first may be
characterized by engineering, the second by cybernetics and systems thinking, and the third by
psychology and sociology. The fourth age, the “integration age,” builds on the first three ages
not abandoning them but blending them into a trans-disciplinary socio-technical paradigm, thus
prompting more complex perspectives to develop and evolve. The fifth age is an “adaptive age.”
It does not displace the former, but rather transcends the other ages by introducing the notion of
complex adaptive systems in which the roles of expertise, professional practice, and naturalistic
observation attain primacy in resolving the duality of “work-as-imagined” versus “work as
done.” [Borys, Else, Leggett, October 20097

At present, we see mere glimpses of the implications of the adaptive age on how we think about
“accident investigation.” How we may view accidents though fourth Age lens is somewhat
clearer. Though still myopic, we do have examples of fourth age investigation reports beginning
with the Challenger Accident. Dianne Vaughn wrote, “The Challenger disaster was an accident,
the result of a mistake. What is important to remember from this case is not that individuals in
organizations make mistakes, but that mistakes themselves are socially organized and
systematically produced. Contradicting the rational choice theory behind the hypothesis of
managers as amoral calculators, the tragedy had systemic origins that transcended individuals,
organization, time and geography. Its sources were neither extraordinary nor necessary
peculiar to NASA, as the amoral calculator hypothesis would lead us to believe. Instead, its
origins were in routine and taken for granted aspects of organizational life that created a way of
seeing that was simultaneously a way of not seeing.” [Vaughan, 1996]°

The U.S. Chemical Safety Board enhanced our fourth age vision by several diopters in its report
on the British Petroleum Texas City Refinery accident. Organizational factors, human factors
and safety culture were integrated to suggest new relationships that contributed to the nation’s
most serious refinery accident. Investigations of the Royal Air Force Nimrod and the Buncefield
accidents followed suit. More recent investigations of the 2009 Washington Metro crash and the
Deepwater Horizon catastrophe were similarly inspired by the BP Texas City investigation and
the related HRO framework.

This revision of DOE’s approach to accident investigation and organizational learning is by no
means presented as an exemplar of fifth nor even fourth age safety theory. But it was developed
with awareness of the lessons of recent major accident investigations and what has been learned
in safety science since the early 1990s. Still grounded in the fundamentals of sound engineering
and technical knowledge, this version does follow the fundamental recognition by Bill Johnson
that technical factors alone explain little about accidents. While full understanding of the
technology as designed is necessary, understanding the deterministic behavior of technology
failure offers little to no understanding about the probabilistic, even chaotic interrelationships of
people, organization and social environmental factors.

The Handbook describes the high level process that DOE and DOE contractor organizations
should use to review accidents. The purpose of accident investigation is to learn from experience
in order to better assure future success. As Johnson phrased it: “Reduction of the causes of
failures at any level in the system is not only a contribution to safety, but also a moral obligation
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to serve associates with the information and methods needed for success.” We seek to develop
an understanding of how the event unfolded and the factors that influenced the event. Classic
investigation tools and enhanced versions of tools are presented that may be of use to
investigators in making sense of the events and factors. Further-more, an example is provided of
how such tools may be used within an HRO framework to explore unexpected occurrences, so
called “information rich, low consequence, no consequence events”, to perform organizational
diagnostics to better understand the “work-as-imagined” versus “work-as-performed” dichotomy
and thus maintain reliable and resilient operations. [Johnson, 19737

This 2012 version of the Handbook retains much of the content from earlier versions. The most
important contribution of this new version is the reminder that tools are only mechanisms for
collecting and organizing data. More important is the framework; the theory derived from
research and practice, that is used for interpreting the data.

Johnson’s 1973 report contained a scholarly treatment of the science and practice that underlay
the techniques and recommendations presented. The material presented in this 2011 version
rests similarly on extensive science and practice, and the reader is challenged to develop a
sufficient knowledge of both as a precondition to applying the processes and techniques
discussed. Johnson and his colleagues based the safety and accident prevention methodologies
squarely on the understanding of psychology, human factors, sociology, and organizational
theory. Citing from the original AEC report “To say that an operator was inattentive, careless
or impulsive is merely to say he is human” (quoting from Chapanis). “...each error at an
operational level must be viewed as stemming from one or more planning or design errors at
higher levels.”

This new document seeks to go a step beyond earlier versions in DOE’s pursuit of better ways to
understand accidents and to promote the continuous creation of safety in our normal daily work.
Fully grounded in the lessons and good practices of those who preceded us, the contributors to
this document seek as did our predecessors to look toward the future. This Accident and
Operational Safety Analysis Techniques Handbook challenges future investigators to apply
analytical tools and sound technical judgment within a framework of contemporary safety
science and organizational theory.
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CHAPTER 1.
DOE’S ACCIDENT PREVENTION AND INVESTIGATION PROGRAM

1. Fundamentals

This chapter discusses fundamental concepts of accident dynamics, accident prevention, and
accident analysis. The purpose of this chapter is to emphasize that DOE accident investigators
and improvement analysts need to understand the theoretical bases of safety management and
accident analysis, and the practical application of the DOE Integrated Safety Management (ISM)
framework. This provides investigators the framework to get at the relevant facts, surmise the
appropriate causal factors and to understand those organizational factors that leave the
organization vulnerable for future events with potentially worse consequences.

1.1 Definition of an Accident

Accidents are unexpected events or occurrences that result in unwanted or undesirable outcomes.
The unwanted outcomes can include harm or loss to personnel, property, production, or nearly
anything that has some inherent value. These losses increase an organization’s operating cost
through higher production costs, decreased efficiency, and the long-term effects of decreased
employee morale and unfavorable public opinion.

How then may safety be defined? Dr. Karl Weick has noted that safety is a “dynamic non!
event.” Dr. James Reason offers that “safety is noted more in its absence than its presence.”
Scholars of safety science and organizational behavior argue, often to the chagrin of designers,
that safety is not an inherent property of well designed systems. To the contrary Prof. Jens
Rasmussen maintains that “the operator’s role is to make up for holes in designers ‘work’.” If
the measurement of safety is that nothing happens, how does the analyst then understand how
systems operate effectively to produce nothing? In other words, since accidents are probabilistic
outcomes, it is the challenge to determine by evidence if the absence of accidents is by good
design or by lucky chance. Yet, this is the job of the accident investigator, safety scientists and
analysts.

1.2 The Contemporary Understanding of Accident Causation

The basis for conducting any occurrence investigation is to understand the organizational,
cultural or technical factors that left unattended could result in future accidents or unacceptable
mission interruption or quality concerns. Guiding concepts may be summarized as follows:

e Within complex systems human error does not emanate from the individual but is a bil|
product or symptom of the ever present latent conditions built into the complexity of
organizational culture and strategic decision-making processes.

e The triggering or initiating error that releases the hazard is only the last in a network of
errors that often are only remotely related to the accident. Accident occurrences emerge

1-1
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from the organization’s complexity, taking many factors to overcome systems’ network of
barriers and allowing a threat to initiate the hazard release.

e Investigations require delving into the basic organizational processes: designing,
constructing, operating, maintaining, communicating, selecting, and training, supervising,
and managing that contain the kinds of latent conditions most likely to constitute a threat to
the safety of the system.

e The inherent nature of organizational culture and strategic decision-making means latent
conditions are inevitable. Systems and organizational complexity means not all problems
can be solved in one pass. Resources are always limited and safety is only one of many
competing priorities. Therefore, event investigators should target the latent conditions most
in need of urgent attention and make them visible to those who manage the organization so
they clazn be corrected. [Hollnagel, 2004]" [Dekker, 2011]"' [Reiman and Oedewald,

2009]

1.3 Accident Models — A Basic Understanding

An accident model is the frame of reference, or stereotypical way of thinking about an accident,
that are used in trying to understand how an accident happened. The frame of reference is often
an unspoken, but commonly held understanding, of how accidents occur. The advantage is that
communication and understanding become more efficient because some things (e.g., common
terminology, common experiences, common points-of-reference, or typical sequences) can be
taken for granted. The disadvantage is that it favors a single point of view and does not consider
alternate explanations (i.e., the hypothesis model creates a recognized solution, causing the user
to discard or ignore information inconsistent with the model). This is particularly important
when addressing human component because preconceived ideas of how the accident occurred
can influence the investigators’ assumptions of the peoples’ roles and affect the line of
questioning. [Hollnagel, 2004]"°

What investigators look for when trying to understand and analyze an accident depends on how
it is believed an accident happens. A model, whether formal or simply what you believe, is
extremely helpful because it brings order to a confusing situation and suggests ways you can
explain relationships. But the model is also constraining because it views the accident in a
particular way, to the exclusion of other viewpoints. Accident models have evolved over time
and can be characterized by the three models below. [Hollnagel, 2004]"

1.3.1 Sequence of Events Model

This is a simple, linear cause and effect model where
accidents are seen the natural culmination of a series
of events or circumstances, which occur in a specific
and recognizable order. The model is often
represented by a chain with a weak link or a series of
falling dominos. In this model, accidents are
prevented by fixing or eliminating the weak link, by
removing a domino, or placing a barrier between two

1-2
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dominos to interrupt the series of events. The Domino Theory of Accident Causation developed
by H.W. Heinrich in 1931 is an example of a sequence of events model. [Heinrich, 1931]"

The sequential model is not limited to a simple series and may utilize multiple sequences or
hierarchies such as event trees, fault trees, or critical path models. Sequential models are
attractive because they encourage thinking in causal series, which is easier to represent
graphically and easier to understand. In this model, an unexpected event initiates a sequence of
consequences culminating in the unwanted outcome. The unexpected event is typically taken to
be an unsafe act, with human error as the predominant cause.

The sequential model is also limited because it requires strong cause and effect relationships that
typically do not exist outside the technical or mechanistic aspect of the accident. In other words,
true cause and effect relationships can be found when analyzing the equipment failures, but
causal relationships are extremely weak when addressing the human or organizational aspect of
the accident. For example: While it is easy to assert that “time pressure caused workers to take
shortcuts,” it is also apparent that workers do not always take shortcuts when under time
pressure. See Section 1.4, Cause and Effect Relationships.

In response to large scale industrial accidents in the 1970°s and 1980’s, the epidemiological
models were developed that viewed an accident the outcome of a combination of factors, some
active and some latent, that existed together at the time of the accident. [Hollnagel, 2004]"°

1.3.2 Epidemiological or Latent Failure Model

This is a complex, linear cause and effect model where

accidents are seen as the result of a combination of o Latent Conditions
Active Failures _ J LS

active failures (unsafe acts) and latent conditions .
(unsafe conditions). These are often referred to as
epidemiological models, using a medical metaphor , ®\.

L\

|

that likens the latent conditions to pathogens in the W@

human body that lay dormant until triggered by the T\
unsafe act. In this model, accidents are prevented by \ Defenses
strengthening barriers and defenses. The “Swiss Error Trajectory

Cheese” model developed by James Reason is an example of the epidemiological model.
[Reason, 1997]"

This model views the accident to be the result of long standing deficiencies that are triggered by
the active failures. The focus is on the organizational contributions to the failure and views the
human error as an effect, instead of a cause.

The epidemiological models differ from the sequential models on four main points:

e Performance Deviation — The concept of unsafe acts shifted from being synonymous with
human error to the notion of deviation from the expected performance.

1-3
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e Conditions — The model also considers the contributing factors that could lead to the
performance deviation, which directs analysis upstream from the worker and process
deviations.

e Barriers — The consideration of barriers or defenses at all stages of the accident
development.

e Latent Conditions — The introduction of latent or dormant conditions that are present within
the system well before there is any recognizable accident sequence.

The epidemiological model allows the investigator to think in terms other than causal series,
offers the possibility of seeing some complex interaction, and focuses attention on the
organizational issues. The model is still sequential, however, with a clear trajectory through the
ordered defenses. Because it is linear, it tends to oversimplify the complex interactions between
the multitude of active failures and latent conditions.

The limitation of epidemiological models is that they rely on “failures” up and down the
organizational hierarchy, but does nothing to explain why these conditions or decisions were
seen as normal or rational before the accident. The recently developed systemic models start to
understand accidents as unexpected combinations of normal variability. [Hollnagel, 2004]"
[Dekker, 2006]"

1.3.3 Systemic Model

This is a complex, non-linear model where
both accidents (and success) are seen to
emerge from unexpected combinations of
normal variability in the system. In this
model, accidents are triggered by unexpected
combinations of normal actions, rather than
action failures, which combine, or resonate,
with other normal variability in the process to i"::;

produce the necessary and jointly sufficient

conditions for failure to succeed. Because of the complex, non-linear nature of this model, it is
difficult to represent graphically. The Functional Resonance model from Erik Hollnagel uses a
signal metaphor to visualize this model with the undetectable variabilities unexpectedly
resonating to result in a detectable outcome.

Time

The Jenga™ game is also an excellent metaphor for describing the

complex, non-linear accident model. Every time a block is pulled ,
from the stack, it has subtle interactions with the other blocks that ‘l@
cause them to loosen or tighten in the stack. The missing blocks .

represent the sources of variability in the process and are typically ;‘;‘t

described as organizational weaknesses or latent conditions. )

Realistically, these labels are applied retrospectively only after what f‘t

was seen as normal before the accident, is seen as having contributed ﬁ

to the event, but only in combination with other factors. Often, the = =

1;
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worker makes an error or takes an action that seems appropriate, but when combined with the
other variables, brings the stack crashing down. The first response is to blame the worker
because his action demonstrably led to the failure, but it must be recognized that without the
other missing blocks, there would have been no consequence.

A major benefit of the systemic model is that it provides a more complete understanding of the
subtle interactions that contributed to the event. Because the model views accidents as resulting
from unexpected combinations of normal variability, it seeks an understanding of how normal
variability combined to create the accident. From this understanding of contributing interactions,
latent conditions or organizational weaknesses can be identified.

1.4 Cause and Effect Relationships

Although generally accepted as the overarching purpose of the investigation, the identification of
causes can be problematic. Causal analysis gives the appearance of rigor and the strenuous
application of time-tested methodologies, but the problem is that causality (i.e., a cause-effect
relationship) is often constructed where it does not really exist. To understand how this happens,
we need to take a hard look at how accidents are investigated, how cause — effect relationships
are determined, and the requirements for a true cause - effect relationship.

1.4.1 Investigations Look Backwards

The best metaphor for how accidents are investigated is a simple

maze. Ifa group of people are asked to solve the maze as quickly —
as possible and ask the “winners” how they did it, invariably the |_|—L‘_I|_|J_,
answer will be that they worked it from the Finish to the Start. _l_l_
Most mazes are designed to be difficult working from the Start to [
the Finish, but are simple working from the Finish to the Start. L
Like a maze, accident investigations look backwards. What was — |
uncertain for the people working forward through the maze r I_
becomes clear for the investigator looking backwards. I

l

Because accident investigations look backwards, it is easy to
oversimplify the search for causes. Investigators look backwards
with the undesired outcome (effect) preceded by actions, which is opposite of how the people
experienced it (actions followed by effects). When looking for cause - effect relationships (and
there many actions taking place along the timeline), there are usually one or more actions or
conditions before the effect (accident) that seem to be plausible candidates for the cause(s).

There are some common and mostly unavoidable problems when looking backwards to find
causality. As humans, investigators have a strong tendency to draw conclusions that are not
logically valid and which are based on educated guesses, intuitive judgment, “common sense”, or
other heuristics, instead of valid rules of logic. The use of event timelines, while beneficial in
understanding the event, creates sequential relationships that seem to infer causal relationships.
A quick Primer on cause and effect may help to clarify.

1-5
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1.4.2 Cause and Effect are Inferred

Cause and effect relationships are normally inferred from observation, but are generally not
something that can be observed directly.

Normally, the observer repeatedly observes Action A, followed by Effect B and conclude that B
was caused by A. It is the consistent and unwavering repeatability of the cause followed by the
effect that actually establishes a true cause — effect relationship.

For example: Kink a garden hose (action A), water flow stops (effect B), conclusion is kinking
garden hose causes water to stop flowing. This cause and effect relationship is so well
established that the person will immediately look for a kink in the hose if the flow is interrupted,

Accident investigations, however, involve the notion of backward causality, i.e., reasoning
backward from Effect to Action.

The investigator observes Effect B (the bad outcome), assumes that it was caused by something
and then tries to find out which preceding Action was the cause of it. Lacking the certainty of
repeatability (unless the conditions are repeated) and a causal relationship can only be assumed
because it seems plausible. [Hollnagel, 2004]"

1.4.3 Establishing a Cause and Effect Relationship
A true cause and effect relationship must meet these requirements:
e The cause must precede the effect (in time).

e The cause and effect must have a necessary and constant connection between them, such
that the same cause always has the same effect.

This second requirement is the one that invalidates most of the proposed causes identified in
accident investigations. As an example, a cause statement such as “the accident was due to
inadequate supervision” cannot be valid because the inadequate supervision does not cause
accidents all the time. This type of cause statement is generally based on the simple “fact” that
the supervisor failed to prevent the accident. There are generally some examples, such as not
spending enough time observing workers, to support the conclusion, but these examples are
cherry-picked to support the conclusion and are typically value judgments made after the fact.
[Dekker, 2006]"

1.4.4 The Circular Argument for Cause

The example (inadequate supervision) above is what is

generally termed a “circular argument.” The statement is /—\
made that the accident was caused by “inadequate XXX.”

But when challenged as to why it was judged to be
inadequate, the only evidence is that it must be inadequate

because the accident happened. The circular argument is u

usually evidenced by the use of negative descriptors such
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as inadequate, insufficient, less than adequate, poor, etc. The Accident Investigation Board
(AIB) needs to eliminate this type of judgmental language and simply state the facts. For
example, the fact that a supervisor was not present at the time of the accident can be identified as
a contributing factor, although it is obviously clear that accidents do not happen every time a
supervisor is absent.

True cause and effect relationships do exist, but they are almost always limited to the
mechanistic or physics-based aspects of the event. In a complex socio-technical system
involving people, processes and programs, the observed effects are uaually emergent phenomena
due to interactions within the system rather than resultant phenomena due to cause and effect.

With the exception of physical causes, such as a shorted electrical wire as the ignition source for
a fire, causes are not found; they are constructed in the mind of the investigator. Since accidents
do happen, there are obviously many factors that contribute to the undesired outcome and these
factors need to be addressed. Although truly repeatable cause and effect relationships are almost
impossible to find, many factors that seemed to have contributed to the outcome can be
identified. These factors are often identified by missed opportunities and missing barriers which
get miss labeled as causes. Because it is really opinion, sufficient information needs to be
assembled and presented in a form that makes the rationale of that opinion understandable to
others reviewing it.

The investigation should focus on understanding the context of decisions and explaining the
event. In order to understand human performance, do not limit yourself to the quest for causes.
An explanation of why people did what they did provides a much better understanding and with
understanding comes the ability to develop solutions that will improve operations.

1.4.5 Counterfactuals

Using the maze metaphor, what was complex, with multiple paths and unknown outcomes for
the workers, becomes simple and obvious for the investigator. The investigator can easily
retrace the workers path through the maze and see where they chose a path that led to the
accident rather than one that avoided the accident. The result is a counterfactual (literally,
counter the facts) statement of what people should or could have done to avoid the accident. The
counterfactual statements are easy to identify because they use common phrases like:

e “they could have ...”
e “theydidnot...”

e “they failedto ...”

e “ifonly they had ...”

The problem with counterfactuals is that they are a statement of what people did not do and does
not explain why the workers did what they did do. Counterfactuals take place in an alternate
reality that did not happen and basically represent a list of what the investigators wish had
happened instead.
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Discrepancies between a static procedure and actual work practices in a dynamic and ever
changing workplace are common and are not especially unique to the circumstances involved in
the accident. Discrepancies are discovered during the investigation simply because considerable
effort was expended in looking for them, but they could also be found throughout the
organization where an accident has not occurred. This does not mean that counterfactual
statements should be discounted. They can be essential to understanding why the decisions the
worker made and the actions (or no actions) that the worker took were seen as the best way to
proceed. [Dekker, 2006]"

1.5 Human Performance Considerations

In order to understand human performance, do not limit yourself to the quest for causes. The
investigation should focus on understanding the context of decisions and explaining the event.
An explanation of why people did what they did provides a much richer understanding and with
understanding comes the ability to develop solutions that will improve operations.

The safety culture maturity model from the International Atomic Energy Agency (IAEA)
provides the basis for an improved understanding the human performance aspect of the accident
investigation. IAEA TECDOC 1329, Safety Culture in Nuclear Installations: Guidance for Use
in the Enhancement of Safety Culture, was developed for use in IAEA’s Safety Culture Services
to assist their Member States in their efforts to develop a sound safety culture. Although the
emphasis is on the assessment and improvement of a safety culture, the introductory sections,
which lay the groundwork for understanding safety culture maturity, provide a framework to
understand the environment which forms the organization’s human performance.

Organizational Maturity

Rule Goal Improvement
Based Based Based

People who make Management’s Mistakes are seen as

mistakes are blamed response to process variability with

for their failure to mistakes is more emphasis is on

comply with rules controls, understanding what
procedures, and happened, rather than
training finding someone to

blame

Figure 1-1: IAEA-TECDOC-1329 — Safety Culture in Nuclear Installations

The model (Figure 1-1) defines three levels of safety culture maturity and presents characteristics
for each of the maturity levels based on the underlying beliefs and assumptions. The concept is
illustrated below with the characteristics for how the organization responds to an accident.
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¢ Rule Based —Safety is based on rules and regulations. Workers who make mistakes are
blamed for their failure to comply with the rules.

e Goal Based —Safety becomes an organizational goal. Management’s response to mistakes
is to pile on more broadly enforced controls, procedures and training with little or no
performance rationale or basis for the changes.

e Improvement Based —The concept of continuous improvement is applied to safety. Almost
all mistakes are viewed in terms of process variability, with the emphasis placed on
understanding what happened rather than finding someone to blame, and a targeted response
to fix the underlying factors.

When an accident occurs that causes harm or has the potential to cause harm, a choice exists: to
vector forward on the maturity model and learn from the accident or vector backwards by
blaming the worker and increasing enforcement. In order to do no harm, accident investigations
need to move from the rule based response, where workers are blamed, to the improvement
based response where mistakes are seen as process variability needing improvement.

1.5.1 Bad Apples

The Bad Apple Theory is based on the belief that the system in which people work is basically
safe and worker errors and mistakes are seen as the cause of the accident. An investigation based
on this belief focuses on the workers’ bad decisions or inappropriate behavior and deviation from
written guidance, with a conclusion that the workers failed to adhere to procedures. Because the
supervisor’s role is seen as enforcing the rules, the investigation will often focus on supervisory
activities and conclude that the supervisor failed to adequately monitor the worker’s performance
and did not correct noncompliant behavior. [Dekker, 2002]"

From the investigation perspective, knowing what the outcome was creates a hindsight bias
which makes it difficult to view the event from the perspective of the worker before the accident.
It is easy to blame the worker and difficult to look for weaknesses within the organization or
system in which they worked. The pressure to find an obvious cause and quickly finish the
investigation can be overpowering.

1.5.2 Human Performance Modes — Cognitive Demands

People are fallible, even the best people make mistakes. This is the first principle of Human
Performance Improvement and accident investigators need to understand the nature of the error
to determine the appropriate response to the error. Jen Rasmussen developed a classification of
the different types of information processing involved in industrial tasks. Usually referred to as
performance modes, these three classifications describe how the worker’s mind is processing
information while performing the task. (Figure 1-2) The three performance modes are:

e Skill mode - Actions associated with highly practiced actions in a familiar situation usually
executed from memory. Because the worker is highly familiar with the task, little attention
is required and the worker can perform the task without significant conscious thought. This
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mode is very reliable, with infrequent errors on the order of 1 in every 10,000 iterations of
the task.

e Rule mode - Actions based on selection of written or stored rules derived from one’s
recognition of the situation. The worker is familiar with the task and is taking actions in
response to the changing situation. Errors are more frequent, on the order of 1 in 1,000, and
are due to a misrepresentation of either the situation or the correct response.

e Knowledge mode - Actions in response to an unfamiliar situation. This could be new task
or a previously familiar task that has changed in an unanticipated manner. Rather than using
known rules, the worker is trying to reason or even guess their way through the situation.
Errors can be as frequent as 1 in 2, literally a coin flip.

The performance modes refer to the amount of conscious control exercised by the individual
doing the task, not the type of work itself. In other words, the skill performance mode does not
imply work by crafts; rule mode does not imply supervision; and the knowledge mode does not
imply work by professionals. This is a scale of the conscious thought required to react properly
to a hazardous condition; from drilled automatic response, to conscious selection and compliance
to proper rules, to needing to recognize there is a hazardous condition. The more unfamiliar the
worker is with the work environment or situation, the more reliance there is on the individual’s
alert awareness, rational reasoning and quick decision-making skills in the face of new hazards.
Knowledge mode would be commonly relied on in typically simple, mundane, low hazard tasks.
All work, whether performed by a carpenter or surgeon, can exist in any of the performance
modes. In fact, the performance mode is always changing, based on the nature of the work at the
time. [Reason and Hobbs, 2003]"’

Understanding the performance mode the worker was in when he/she made the error is essential
to developing the response to the accident (Figure 1-2). Errors in the skill mode typically
involve mental slips and lapses in attention or concentration. The error does not involve lack of
knowledge or understanding and, therefore, training can often be inappropriate. The worker is
literally the expert on their job and training is insulting to the worker and causes the organization
to lose credibility. Likewise, changing the procedure or process in response to a single event is
inappropriate. It effectively pushes the worker out of the skill mode into rule-based until the new
process can be assimilated. Because rule mode has a higher error rate, the result is usually an
increase in errors (and accidents) until the workers assimilate the changes and return to skill
mode. Training can be appropriate where the lapse is deemed due to a drift in the skills
competence, out-of-date mindset, or the need for a drilled response without lapses.

Training might be appropriate for errors that occurred in rule mode because the error generally
involved misinterpretation of either the situation or the correct response. In these instances,
understanding requirements and knowing where and under what circumstance those
requirements apply is cognitive in nature and must be learned or acquired in some way.
Procedural changes are appropriate if the instructions were incorrect, unclear or misleading.
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Figure 1-2: Performance Modes

Training might also be appropriate for errors that occurred in the knowledge mode, if the
workers’ understanding of the system was inadequate. However, the problem might have been
issues like communication and problem-solving during the event, rather than inadequate
knowledge.

1.5.3 Error Precursors

“Knowledge and error flow from the same mental sources, only success can tell the one from the
other.” The idea of human error as “cause” in consequential accidents is one that has been
debunked by safety science since the early work by Johnson and the System Safety Development
Center (SSDC) team. As Perrow stated the situation “Formal accident investigations usually
start with an assumption that the operator must have failed, and if this attribution can be made,
that is the end of serious inquiry. Finding that faulty designs were responsible would entail
enormous shutdown and retrofitting costs; finding that management was responsible would
threaten those in charge, but finding that operators were responsible preserves the system, with
some soporific injunctions about better training.” [Mach, 1976]'® [Perrow, 1984]°

In contemporary safety science the concept of error is simply when unintended results occurred
during human performance. Error is viewed as a mismatch between the human condition and
environmental factors operative at a given moment or within a series of actions. Research has
demonstrated that presence of various factors in combination increase the potential for error;
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these factors may be referred to as error precursors. Anticipation and identification of such
precursors is a distinguishing performance strategy of highly performing individuals and
organizations. The following Task, Work Environment, Individual Capabilities and Human
Nature (TWIN) model is a useful diagnostic tool for investigation (Figure 1-3).

TWIN Analysis Matrix

(Human Performance Error Precursors)

Time Pressure (in a hurry)

Unfamiliarity with task / First time

High workload (large memory)

Lack of knowledge (faulty mental model)

Simultaneous, multiple actions

New techniques not used before

Repetitive actions / Monotony

Imprecise communication habits

Irreversible actions

Lack of proficiency / Inexperience

Interpretation requirements

Indistinct problem-solving skills

Unclear goals, roles, or responsibilities

Unsafe attitudes

Lack of or unclear standards

Distractions / Interruptions

Iliness or fatigue; general poor health or injury

Stress

Changes / Departure from routine

Habit patterns

Confusing displays or controls

Assumptions

Work-arounds

Complacency / Overconfidence

Hidden system / equipment response

Mind-set (intentions)

Unexpected equipment conditions

Inaccurate risk perception

Lack of alternative indication

Mental shortcuts or biases

Personality conflict

Limited short-term memory

Figure 1-3: Error Precursors
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1.5.4 Optimization

Human performance is often summarized as the individual working within organizational
systems to meet the expectations of leaders. Performance variability is all about meeting
expectations and actions intended to produce a successful outcome.

To understand performance variability, an investigator
must understand the nature of humans. Regardless of
the task, whether at work or not, people constantly strive
to optimize their performance by striking a balance T\ T
between resources and demands. Both of these vary ‘
over time as people make a trade-off between Eﬂiqieht Th'o o(j.gh
thoroughness and efficiency. In simple terms, G " ﬁ ;
thoroughness represents the time and resources
expended in preparation to do the work and efficiency is
the time and resources expended in completing the

work. To do both completely requires more time and > Time Available <]
resources than is available and people must choose

between them. The immediate and certain reward for meeting schedule and production
expectations easily overrides the delayed and uncertain consequence of insufficient preparation
and people lean towards efficiency. They are as thorough as they believe is necessary, but
without expending unnecessary effort or wasting time.

(""" Time Required T

The result is a deviation from expectation and the reason is obvious. It saves time and effort
which is then available for more important or pressing activities. How the deviation is judged
afterwards, is a function of the outcome, not the decision. If organizational expectations are met
without incident, the deviations are typically disregarded or may even be condoned and rewarded
as process improvements. If the outcome was an accident, the same actions can be quickly
judged as violations. This is the probabilistic nature of organizational decision-making which is
driven by the perceptions or misperceptions of risks. A deviation or violation is not the end of
the investigation; it is the beginning as the investigator tries to understand what perceptions were
going on in the system that drove the choice to deviate. [Hollnagel, 2009]"

1.5.5 Work Context

Context matters and performance variability is

driven by context. The simple sense — think — act o
model illustrates the role of context. Information

gy ( Context. )
comes to the worker, he makes a decision based on ' 4
the context, and different actions are possible, based .
S
on the context. 5

The context of the decision relate to the goals, ||m ' ';_ . ||“ -
knowledge and focus of the worker. Successful - X
completion of the immediate task is the obvious ‘ "’ ?

goal, but it takes place within the greater work

environment where the need to optimize the use of
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time and resources is critical. Workers have knowledge, but the application of knowledge is not
always straight forward because it needs to be accurate, complete and available at the time of the
decision. Goals and knowledge combine together to determine the worker’s focus. Because
workers cannot know and see everything all the time, what they are trying to accomplish and
what they know drives where they direct their attention.

All this combines to create decisions that vary based on the influences that are present at the time
of the decision and the basic differences in people. These influences and differences include:

e Organization - actions taken to meet management priorities and production expectations.

o Knowledge - actions taken by knowledgeable workers with intent to produce a better
outcome.

e Social — actions taken to meet co-worker expectations, informal work standards.

e Experience — actions based on past experience in an effort to repeat success and avoid
failure.

e Inherent variability — actions vary due to individual psychological & physiological
differences.

e Ingenuity and creativity — adaptability in overcoming constraints and under specification.

The result is variable performance. From the safety perspective, this means that the reason
workers sometimes trigger an accident is because the outcome of their action differs from what
was intended. The actions, however, are taken in response to the variability of the context and
conditions of the work. Conversely, successful performance and process improvement also
arises from this same performance variability. Expressed another way, performance variability is
not aberrant behavior; it is the probabilistic nature of decisions made by each individual in the
organization that can result in both success and failure emerging from same normal work
sequence.

In accident investigations, performance variability needs to be acknowledged as a characteristic
of the work, not as the cause of the accident. Rather than simply judging a decision as wrong in
retrospect, the decision needs to be evaluated in the context in which it was made. In accident
investigation, the context or influences that drive the deviation need to be understood and
addressed as contributing factors. Stopping with worker’s deviation as the cause corrects
nothing. The next worker, working in the same context, will eventually adapt and deviate from
work-as imagined until chance aligns the deviation to other organization system weaknesses for
a new accident.

Performance variability is not limited to just the worker who triggers the accident. People are
involved in all aspects of the work, and the result is variability of all factors associated with the
work. This can include variation in the actions of the co-workers, the expectations of the leaders,
accuracy of the procedures, the effectiveness of the defenses and barriers, or even the basic
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policies of the organization. This is reflected in the complex, non-linear (non-Newtonian)
accident model where unexpected combinations of normal variability can result in the accident.

1.5.6 Accountability, Culpability and Just Culture

“Name, blame, shame, retrain” is an oft used phrase for older ineffective paradigms of safety
management and accident analysis. Dr. Rosabeth Moss Kanter of Harvard Business School
phased the situation this way: “Accountability is a favorite word to invoke when the lack of it
has become so apparent.” [Kanter, 2009]*°

The concepts of accountability, culpability and just culture are inextricably entwined.
Accountability has been defined in various ways but in general with this characterization; “The
expectation that an individual or an organization is answerable for results; to explain actions, or;
the degree to which individuals accept responsibility for the consequences of their actions,
including the rewards or sanctions.” As Dr. Kanter explains “The tools of accountability — data,
details, metrics, measurement, analyses, charts, tests, assessments, performance evaluations —
are neutral. What matters is their interpretation, the manner of their use, and the culture that
surrounds them. In declining organizations, use of these tools signals that people are watched
too closely, not trusted, about to be punished. In successful organizations, they are vital tools
that high achievers use to understand and improve performance regularly and rapidly.”

Culpability is about considering if the actions of an individual are blame worthy. The concept of
culpability in safety is based largely on the work of Dr. James Reason as a function of creating a
Just Culture. The purpose is to pursue a humane culture in which learning as individuals and
collectively is valued and human fallibility is recognized as simply part of the human condition.
Being human however is to be distinguished from being a malefactor. He explains; “The term
‘no-blame culture’ flourished in the 1990°s and still endures today. Compared to the largely
punitive cultures that it sought to replace, it was clearly a step in the right direction. It
acknowledged that a large proportion of unsafe acts were ‘honest errors’ (the kinds of slips,
lapses and mistakes that even the best people can make) and were not truly blameworthy, nor
was there much in the way of remedial or preventative benefit to be had by punishing their
perpetrators. But the ‘no-blame’ concept had two serious weaknesses. First, it ignored — or at
least, failed to confront — those individuals who willfully (and often repeatedly) engaged in
dangerous behaviors that most observers would recognize as being likely to increase the risk of a
bad outcome. Second, it did not properly address the crucial business of distinguishing between
culpable and non-culpable unsafe acts.”

*“...a safety culture depends critically on first negotiating where the line should be drawn
between unacceptable behaviour and blameless unsafe acts. There will always be a grey
area between these two extremes where the issue has to be decided on a case by case basis.”

“... the large majority of unsafe acts can be reported without fear of sanction. Once this crucial
trust has been established, the organization begins to have a reporting culture, something that
provides the system with an accessible memory, which, in turn, is the essential underpinning to a
learning culture. There will, of course, be setbacks along the way. But engineering a just culture
is the all-important early step; so much else depends upon it.” [GAIN Working Group E, 2004]*'
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Along the road to a Just Culture organizations may benefit from explicit “amnesty” programs
designed to persuade people to report their personal mistakes. In complex events, individual
actions are never the sole causes. Thus determination of individual culpability and personnel
actions that might be warranted should be explicitly separated from the accident investigation.
Failure to make such separation may result in reticence or even refusal of individuals involved to
cooperate in the investigation, may skew recollections and testimony, may prevent investigators
from obtaining important information, and may unfairly taint the reputations and credibility of
well intended individuals to whom no blame should be attached.

1.6 From Latent Conditions to Active Failures

An organizational event causal story developed by James Reason starts with the organizational
factors: strategic decisions, generic organizational processes — forecasting, budgeting, allocating
resources, planning, scheduling, communicating, managing, auditing, etc. These processes are
colored and shaped by the corporate culture or the unspoken attitudes and unwritten rules
concerning the way the organization carries out its business. [Reason, 1997]"

These factors result in biases in the management decision process that create “latent conditions”
that are always present in complex systems. The quality of both production systems and
protection systems are dependent upon the same underlying organizational decision processes;
hence, latent conditions cannot be eliminated from the management systems, since they are an
inevitable product of the cultural biases in strategic decisions. [Reason, p. 36, 1997]"

Figure 1-4 illustrates an example of latent conditions produced from the pressures of
commitment to a heavy work load as an organizational factor at the base of the pyramid. This
passes into the organization as a local work place factor in the form of stress in the work place.
This is the latent condition that is a precursor or contributing factor to the worker cutting corners
(the active failure of the safety system).

A distinction between active failures and latent conditions rests on two differences. The first
difference is the time taken to have an adverse impact. Active failures usually have immediate
and relatively short-lived effects. Latent conditions can lie dormant, doing no particular harm,
until they interact with local circumstances to defeat the systems’ defenses. The second
difference is the location within the organization of the human instigators. Active failures are
committed by those at the human-system interface, the front-line activities, or the “sharp-end”
personnel. Latent conditions, on the other hand, are spawned in the upper echelons of the
organization and within related manufacturing, contracting, regulatory and governmental
agencies that are not directly interfacing with the system failures.

The consequences of these latent conditions permeate throughout the organization to local
workplaces—control rooms, work areas, maintenance facilities etc. —where they reveal
themselves as workplace factors likely to promote unsafe acts (moving up the pyramid in Figure
1-4). These local workplace factors include undue time pressure, inadequate tools and
equipment, poor human-machine interfaces, insufficient training, under-manning, poor
supervisor-worker ratios, low pay, low morale, low status, macho culture, unworkable or
ambiguous procedures, and poor communications.
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Within the workplace, these local workplace factors can combine with natural human
performance tendencies such as limited attention, habit patterns, assumptions, complacency, or
mental shortcuts. These combinations produce unintentional errors and intentional violations —
collectively termed “adaptive acts”—committed by individuals and teams at the “sharp end,” or
the direct human-system interface (active error).

Large numbers of these adaptive acts will happen (small red arrows in Figure 1-4), but very few
will align with the holes in the defenses (holes are created by the latent conditions deep within
the organization). With defense-in-depth providing a multi-barrier defense, it takes multiple
human performance errors to breach the multiple defenses. However, when defenses have
become sufficiently flawed and organizational behavior consistently drifts from desired behavior
accidents can occur. In such events causes are multiple and only the most superficial analysis
would suggest otherwise.

Organizational Causes of Accidents

e T R T rEE
h TS T P
=

¥ i o :?_,1. hf}":i? -:;_J ‘“ . : t
I I T T T T T T I Many un=afe octs
Active
faitures Unsafe acts As g result of stress, worker cuts corners
Local workplace factors -, As o result, stress in workploce
Landitions T b
Organizational Factors Company commits to

challenging work lood

Adopted from Resson, Mareging the Risis of Drganizational & ocidents

Figure 1-4: Organizational Causes of Accidents
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1.7 Doing Work Safely - Safety Management Systems

Safety Management Systems (SMS) were developed to integrate safety as part of an
organization’s management of mission performance. The benefits of process based management
systems is a well established component of quality performance. As organizations and the
technologies they employ became more complex and diverse, and the rate of change in pace of
societal expectations, technical innovations, and competitiveness increased, the importance of
sound management of functions essential to safe operations became heightened.

A SMS is essentially a quality management approach to controlling risk. It also provides the
organizational framework to support a sound safety culture. Systems can be described in terms
of integrated networks of people and other resources performing activities that accomplish some
mission or goal in a prescribed environment. Management of the system’s activities involves
planning, organizing, directing, and controlling these assets toward the organization’s goals.
Several important characteristics of systems and their underlying process are known as “process
attributes” or “safety attributes” when they are applied to safety related operational and support
processes.

The SMS for DOE is the Integrated Safety Management System (ISMS), defined in Federal
Acquisition Regulation and amplified though DOE directives and guidance. The ISMS is the
overarching safety system used by DOE to ensure safety of the worker, the community and the
environment. The DOE ISMS is characterized by seven principles and five core functions:

Seven Principles

e Line management responsibility for safety
Line management is directly responsible for the protection of workers, the public and the
environment.

e Clear roles and responsibilities
Clear and unambiguous lines of authority and responsibility for ensuring safety is
established and maintained at all organizational levels and for subcontractors.

e Competence commensurate with responsibilities
Personnel are required to have the experience, knowledge, skills and capabilities necessary
to discharge their responsibilities.

e Balanced priorities
Managers must allocate resources to address safety, as well as programmatic and operational
considerations. Protection of workers, the public and the environment is a priority whenever
activities are planned and performed.

¢ Identification of safety standards and requirements
Before work is performed, the associated hazards must be evaluated, and an agreed-upon set
of safety standards and requirements must be established to provide adequate assurance that
workers, the public and the environment are protected from adverse consequences.

1-18



DOE-HDBK-1208-2012

Hazard controls tailored to work being performed
Administrative and engineering controls are tailored to the work being performed to prevent
adverse effects and to mitigate hazards.

Operations authorization
The conditions and requirements to be satisfied before operations are initiated are clearly
established and agreed upon.

Five Core Functions (Figure 1-5)

Define the scope of work
Missions are translated into work, expectations are set, tasks are identified and prioritized
and resources are allocated.

Analyze the hazards
Hazards associated with the work are identified, analyzed and categorized.

Develop and implement hazard controls
Applicable standards, policies, procedures and requirements are identified and agreed upon;
controls to prevent/mitigate hazards are identified; and controls are implemented.

Perform work within controls
Readiness is confirmed and work is performed safely.

Provide feedback and continuous improvement

Information on the adequacy of controls is gathered, opportunities for improving the
definition and planning of work are identified, and line and independent oversight is
conducted.
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Figure 1-5: Five Core Functions of DOE’s Integrated Safety Management System

1.7.1 The Function of Safety Barriers

The use of controls or barriers to protect the people from the hazards is a core principal of safety.
Barriers are employed to serve two purposes; to prevent release of hazardous energy and to
mitigate harm in the event hazardous energy is released. Energy is defined broadly as used here,
and includes multiple forms, for example; kinetic, biological, acoustical, chemical, electrical,
mechanical, potential, electromagnetic, thermal, or radiation."

" For a detailed discussion of barriers refer to “Barriers and Accident Prevention” by Erik Hollnagel,
2004.
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The dynamics of accidents may be categorized into five basic components, illustrated in Figure
1-6: 1) the threat or triggering action or energy, 2) the prevention barrier between the threat and
the hazard, 3) the hazard or energy potential, 4) the mitigation barrier to mitigate hazardous
consequences towards the target, 5) the targets in the path of the potential hazard consequences.
When these controls or barriers fail, they allow unwanted energy to flow resulting in an accident
or other adverse consequence.

Preventing System Accidents

Initiating q
Source or Hazards Targets
Threats
. ™
Workers
Equipment > <
Failure Public
Attack or > <
Sabotage .
Environment
Natural " J
Forces
Prevention Mitigation
Barrier (e.g. Barrier (e.g.
spark secondary
inhibitors) containment)

Figure 1-6: Barriers and Accident Dynamics — Simplistic Design

The objective is to contain or isolate hazards though the use of protective barriers. Prevention
barriers are intended to preclude release of hazards by human acts, equipment degradation, or
natural phenomena. Mitigation barriers are used to shield, contain, divert or dissipate the
hazardous energy if it is released thus precluding negative consequences to the employees or the
surrounding communities. Distance from the hazard is a common mitigating barrier.

Barrier analysis is based on the premise that hazards are associated with all accidents. Barriers
are developed and integrated into a system or work process to protect personnel and equipment
from hazards. For an accident to occur the design of technical systems did not provide adequate
barriers, work design did not specify use of appropriate barriers, or barriers failed. Investigators
use barrier analysis to identify hazards associated with an accident and the barriers that
should/could have prevented it. Barrier analysis addresses:
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e Barriers that were in place and how they performed
e Barriers that were in place but not used
e Barriers that were not in place but were required

e The barrier(s) that, if present or strengthened, would prevent the same or a similar accident
from occurring in the future.

All barriers are not the same and differ significantly in how well they perform. The following are
some of the general characteristics of barriers that need to be considered when selecting barriers
to control hazards. When evaluating the performance of a barrier after an accident, these
characteristics also suggest how well we would expect the barrier to have performed to control
the hazard.

e Effectiveness —how well it meets its intended purpose
e Availability — assurance the barrier will function when needed
e Assessment — how easy to determine whether barrier will work as intended

e Interpretation — extent to which the barrier depends on interpretation by humans to achieve
its purpose

1.7.2 Categorization of Barriers

Barriers may also be categorized according to a hierarchy of cost/reliability and according to
barrier function. The barrier cost/reliability hierarchy includes:

Physical or engineered barriers — These are the structures that are built, or sometimes naturally
exist, to prevent the flow of energy or personnel access to the hazards. These barriers require an
investment to design and build and have a cost to maintain and update. Examples: Personnel
cage around a multi-story ladder, a guard rail on a platform, or a barricade to prevent access.

Administrative or management policy barriers — These include rules, procedures, policies,
training, work plans that describe the requirements to avoid hazards. These barriers require less
capital investment but have a cost in the development, review, updating, training,
communication, and enforcement to assure adequacy and compliance. Examples: Requirement
to use harness and strap ties while climbing a multi-story ladder, a prescriptive process procedure
sequence, or laws against trespassing.

Personal knowledge or skill barriers — These include human performance aspects of:
fundamental lessons-learned, knowledge, common sense, life experiences, and education that
contribute to the individuals’ survival instincts and decision-making ability. These barriers
require little or no investment except in the screening and selection process for qualified
personnel used in a task and providing supervision. Examples: The decision not to climb a
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ladder with a tool in one hand, the decision not to violate one of the administrative barriers, or
recognizing a dangerous situation.

Another analysis system divides barriers into four categories that reflect the nature of the
barriers’ performance function. These four categories can be useful in the barrier analysis for
characterizing more precisely the purpose of the barrier and its type of weakness. Examples for
each of the four categories are as follows:

Physical- physically prevents an action from being carried out or an event from happening
e Containing or protecting - walls, fences, railings, containers, tanks
e Restraining or preventing movement - safety belts, harnesses, cages
e Separating or protecting — crumple zones, scrubbers, filters
Functional- impedes actions through the use of pre-conditions
e Prevent movement/action (hard) — locks, interlocks, equipment alignment
e Prevent movement/action (soft) — passwords, entry codes, palm readers
e Impede actions — delays, distance (too far for single person to reach)
e Dissipate energy/extinguish — air bags, sprinklers
Symbolic— requires an act of interpretation in order to achieve their purpose
e Countering/preventing actions — demarcations, signs, labels, warnings
e Regulating actions — instructions, procedures, dialogues (pre-job brief)
e System status indications — signals, warnings, alarms
e Permission/authorization — permits, work orders
Incorporeal- requires interpretation of knowledge in order to achieve their purpose
e Process — rules, restrictions, guidelines, laws, training
e Comply/conform — self-restraint, ethical norms, morals, social or group pressure

Within DOE organizations, there is typically a defense-in-depth policy for reducing the risks of a
system failure or an accident due to the threats. This policy maintains a multiple layered barrier
system between the threats or hazards and the requirement to correct any weaknesses or failures
identified in a single layer. Therefore, an accident involving such a protected system requires
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cither a uniquely improbable simultaneous failure of multiple barriers, or poor barrier concepts
or implementation, or a period of neglect allowing cascading deterioration of the barriers.”

Defense-in-depth can be comprised of layers of any combination of these types of barriers.
Obviously, it is much more difficult to overcome multiple layers of physical or engineered
barriers. This is the most reliable and most costly defense. Risk management analysis
determines the basis and justification for the level of barrier reliability and investment, based on
the probability and consequence of a hazard release scenario. For low probability, low
consequence events the level of risk often does not justify the investment of physical barriers.
Cost and schedule conscious management may influence selection of non-physical barriers on all
but the most likely and catastrophically hazardous conditions. Such choices place greater
reliance on layers of the less reliable barriers dependent on human behavior. Adding multiple
barrier layers can appear to add more confidence, but multiple layers may also lead to
complacency and diminish the ability to use and maintain the individual barrier layers. Complex
barrier systems and barrier philosophies place heightened importance on the context of
organizational culture and human performance becomes a major concern in the prevention of
accidents as barrier systems become more complex and individual barrier layer functionality
become less apparent.

A cascading effect can occur in aging facilities. Engineered barriers can become out-of-date, fall
into disrepair or wear out; or be removed as part of demolition activity. Management should
transition to reliance on a substitute administrative barrier, but this need may not be recognized.”
For example, a fire protection system, temporarily or permanently disable, is replaced by a fire
watch until the protection system is restored, replaced, or the fire potential threat is removed.
Administrative barriers may weaken due to inadequate updates to rules, inadequate
communication and training, and inadequate monitoring and enforcement. This results in
managements’ often unintentional reliance on the personal knowledge barriers. Personal
knowledge barriers can be weakened by the inadequate screening for qualifications, inadequate
assignment selections, or inadequate supervision.

An alignment of cascading weaknesses in barriers can result in an unqualified worker
unintentionally violating an administrative control and defeating a worn out physical barrier to
initiate an accident. Effective management of any of the barriers would have prevented the
accident by breaking the chain of events. Therefore, investigating a failure of defense-in-depth
requires probing a series of management and individual decisions that form the precursors and
chain of actions that lead to the final triggering action.

" A common use of “defense-in-depth” is the Lockout-Tagout (LOTO) Procedure. This procedure
administratively requires that a hazardous energy be isolated by a primary physical barrier (e.g., valve
or switch), a secondary physical barrier (a lock) that controls inadvertent defeat of the primary barrier,
and a tertiary administrative barrier (tagging) controls the removal of the physical barriers. It is

understood that omitting any one of these barriers is a violation of the LOTO procedure.

An example of a cascading effect, related to LOTO, is the discovery that some old facilities have used
the out-of-date practice of common neutrals in old electrical systems or that facility circuit diagrams
and labeling were not maintained accurately. These latent conditions potentially defeat LOTO
entirely, requiring an additional administrative barrier procedure to do de-energized-circuit verification
prior to accessing old wiring systems. Latent conditions are explained further in section 1.4.
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1.8 Accident Types/ Individual and Systems

There are two fundamental types of accidents which DOE seeks to avoid; individual and system
accidents. Confusion between individual and system safety has been frequently cited as causal
factors in major accidents.” In the ISMS framework, individual accidents are most often
associated with failures at the level of the five core functions. System accidents involve failures
at the principles level involving decision making, resource allocation and culture factors that may
shift the focus and resources of the organization away from doing work safely to detrimental
focus on cost or schedule.

1.8.1 Individual Accidents

Individual accidents - an accident occurs wherein the worker is not protected from the hazards of
an operation and is injured (e.g., radiation exposure, trips, slips, falls, industrial accident, etc.).
The focus of preventing individual accidents is to protect the worker from hazards inherent in
mission operation (Figure 1-7). The inherent challenges in investigating an individual accident
are due to the source of the human error and the victim or target of the accident can often be the
same individual. This can lead to a limited or contained analysis that fails to consider the larger
organizational or systemic contributors to the accident. These types of accidents involving
individual injuries can overly focus on the mitigating barriers or personnel protection equipment
(PPE) that avoid injuries and not consider the appropriate preventative barriers to prevent the
actual accident.

\

Texas City, Buncefield, Deepwater Horizon
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Preventing Individual Accidents

Initiating
Source or
Threats

Hazards Targets

Individual
worker

Equipment
Failure

Prevention Mitigation
Barrier (e.g. Barrier
LOTO policy) (e.g. PPEs)

Figure 1-7: Individual Accident

1.8.2 Preventing Individual Accidents

To prevent recurrence of individual injury accidents, corrective actions from accident
investigations must identify what barriers failed and why [i.e., stop the source and the flow of
energy from the hazards to the target (the worker)]. The mitigating barriers are important to
reducing or eliminating the harm or consequences of the accident, but emphasis must be on
barriers to prevent the accident from occurring. However, it is possible to find conditions where
the threat is deemed acceptable if the consequence can be adequately mitigated.”

"' An example of reliance on a mitigating barrier would be in the meat cutting process where chain-mail
gloves protect hands from being cut. The threat or initiating energy is the knife moving towards the
hand or vice-versa. The hazard energy is the cutting action of the blade. Since the glove does not
prevent the knife from impacting the hand, the glove is a mitigation barrier that reduces the hazardous
cutting consequence of the impact. Implementing a prevention barrier would require redesigning the
process to block or eliminate the need for the hand to be in cutting area. The absence of the
prevention barrier is the result of a bias in the organizational decision-making process discussed later

in this handbook.
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1.8.3 System Accident

A system accident is an accident wherein the protective and mitigating systems collectively fail
allowing release of the hazard and adversely affecting many people, the community and
potentially the environment. A system accident can be characterized as an "unanticipated
interaction of multiple failures in a complex system. This complexity can either be technological
or organizational, and often is both.” [Perrow, 19847

The focus of preventing system accidents is to maintain the physical integrity of operational
barriers such that they prevent threats that may result from human error, malfunctions in
equipment or operational processes, facility malfunctions or from natural disasters or such that
they mitigate the consequences of the event in case prevention fails. (Figure 1-8).

System hazards are typically managed from cradle to grave through risk management. Risk
management processes identify the potential threats, weaknesses, and failures as risks to the
design, construction, operations, maintenance, and disposition of the system. Risk management
establishes and records the risk parameters (or basis) and the investment decisions, the control
systems, and policies to mitigate these risks. Risk management, in a broad organizational sense,
can include financial, political, cultural, and social risks. While not excluding the broader
societal factors, the principal focus of this handbook is on socio-technical systems and related
life-cycle management (design, build, operate, maintain, dispose) system risks.

It is important to recognize the distinction between individual accidents and system accidents as
it affects the way the accident is investigated, in particular the way the barriers are analyzed.
The most likely differentiation of the type of accident investigation is from experience that
individual accidents are likely to be influenced by work practices, plans and oversight, while
system failures will most likely be influenced by risk management process for design,
operations, or maintenance. System accidents require a more in-depth investigation into the
policies and management culture that drives risk management decision-making. Naturally, there
is often an overlap that combines individual work hazards control practices and the system risk
management policies as potential areas of investigation.
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System Accident

An accident wherein the system fails allowinga
threatto release the hazardand as a result
many* people are adversely affected

* Workers, Enterprise, Environment, Country

Equipment, tooling,
facility malfunctions

Focus

Protect the operations _ _
The emphasis on the system accident

from the threats in no way degrades the importance of
individual safety, itis a pre-requisite of
system safety, butfocus on individuals
safety is not enough.

Figure 1-8: System Accident

1.8.4 How System Accidents Occur

In order to prevent system accidents and incidents, it is important to first understand (via a
mental model) how they occur. Figure 1-9 represents a simple schematic of how system
accidents (accidents with large consequences affecting many people) can occur.

As defined in this figure a threat can come from four sources:
e Human error such as someone dropping high explosives resulting in detonation.

e Failure of a piece of equipment, tooling or facility. For example a piece of tooling with
faulty bolts causes high explosive to drop on the floor resulting in detonation.

e From a natural disaster such as an earthquake resulting in falling debris that could
detonation high explosives.

e “Other” as of yet undiscovered to accommodate future discoveries.
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Based on this simplistic system accident scenario it is clear technical system integrity must be
protected from deterioration from physical and human/social factors.

How System Accidents Happen
(Consider all Threats)
UNWANTED ENERGY FLOW

Hazard
to System
Protect Accident to
&to Avoid
Minimize
THREATS * HAZARDS CONSEQUENCE OR

SYSTEM ACCIDENT

Unwanted energy flows as aresult of the threat to a plant hazard

potentially resulting in a catastrophic consequence.

* Categories of threats adapted from MORT, DOE G 231.1-2 and TapRoot

Figure 1-9: How System Accidents Happen

1.8.5 Preventing System Accidents

Figure 1-10 provides a simplistic view of how to prevent a system accident. Hazards can be
energy in the form of leaks, projectiles, explosions, venting, radiation, collapses, or other ways
that produce harm to the work force, the surrounding community, or the environment. The idea
is that one wants to isolate these hazards from those things that would threaten to release the
unwanted energy or material, such as human errors, faulty equipment, sabotage, or natural
disasters such as wind and lightning through the use of preventive barriers. If this is done, work
can proceed safely (accidents are avoided).
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Preventing System Accidents

DOE takes a system approach (ISMS) to preventing system
accidents. The system is predicated on identifying hazards to
protect, identifying threats to those hazards, implementing controls
(barriers) to protect the hazard from the threats, and reliably
performing work within the established safety envelope.

Threats

Barrier Barrier
(to prevent) (to mitigate)

Consequence

Human Errors
BE
Equipment, tooling,
facility malfunctions

\S,’

Natural Disasters

Hazard _

Figure 1-10: Prevent a System Accident

1.9 Diagnosing and Preventing Organizational Drift

Recognizing the hazards or risks and establishing and maintaining the barriers against accidents
are continuous demands on organizations at all levels. Work, organizations, and human activity
are dynamic, not static. This means conditions are always changing, even if only through aging,
resource turnover, or creeping complacency to routine. Similarly to the Second Law of
Thermodynamics—the idea that everything in the created order tends to dissipate rather than to
coalesce — organizations left untended trend in the direction of disorder. In the safety literature
this phenomena is referred to as organizational drift. Organizational drift, if not halted, will
lead to weakened or missing barriers.

In order to recognize, diagnose and hopefully to prevent organizational drift from established
safety systems (ISMS), models (mental pictures) are needed. Properly built models help
investigators recognize aberrations by providing an accepted reference to compare against (i.e., a
mental picture of how the organization is supposed to work). Models in combination with an
understanding of organizational behavior also allow investigators to extrapolate individual events
to a broader organizational perspective to determine if the problem is pervasive throughout the
organization (deeper organizational issues).
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Three levels of models are introduced in this section to aid the investigators putting their event
into perspective.

o Level I at the employee level,
e Level II at the physics level - Break-the-Chain Framework (BTC),

e Level III at the organization or system level.

1.9.1 Level I: Employee Level Model for Examining Organizational Drift --
Monitoring the Gap — “Work-as-Planned” vs. “Work-as-Done”

The Employee Level Model provides the most detailed examination of organizational drift by
comparing “work-as-done” on the shop floor with how work was planned by management and
process designers. At this level, the effect of organization drift could result in an undesirable
event because this is where the employees contact the hazards while performing work.

DOE organizations develop policies, procedures, training etc. to provide a management system
envelope of safety within which they want their people to work. This safety envelope is
developed through the ISMS “Define the Scope of Work, Analyze the Hazards, and Develop and
Implement Hazard Controls” and can be referred to as “work-as-planned.” The way work is
actually accomplished under ISMS “Perform Work within Controls,” referred to as “work-as!( |
done”, can be compared to the work-as-planned. Every organization’s goal is to have “work-as!
done” to equal work-as-planned (i.e., actual work performed within the established safety
envelope — left side of Figure 1-11).

There will always be a performance gap between “work-as-planned” and “work-as-done” work
performance gap (AWg) because of the variability in the execution of every human activity (right
side of Figure 1-11). When the AWg becomes a problem because an accident or an information-
rich, high-consequence or reoccurrence event occurs, a systematic investigative process helps to
understand first “what” the variation is and second, determine “why” the variation exists. Figure
1-11 illustrates the comparison of the ideal or desirable organizational work performance goal on
the left side, with the more likely or realistic work performance gap on the right. Recognizing
and reducing the gap is the objective of “Provide Feedback and Continuous Improvement”
activities.

Within this handbook, the term “physics of safety” is used to represent the science and
engineering principles and methods used to assure the barriers designed into the systems are
effective against the nature of the threats and hazards. Only with sound “physics of safety” basis
behind the purpose of the barriers can management truly rely on a “work-as-planned” safety
performance envelope. A typical gap analysis must explore weaknesses in the “work-as(]
planned” and the “work-as-performed.”

Because the “work-as-planned” truly represents the requisite safety/security/quality process that
management wants their employees to follow; the investigative process reduces the gap AWg by
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systematically addressing the broadest picture of what went wrong, and focuses the Judgments of
Need and Corrective Actions to reduce the gap.

Systematically Evaluate

Organizational Goal Organizational Reality

Work-as-Planned

Work-as-Done Work-as-Planned

“Wh at”

AW

Goal: Align, tighten, and sustain g “Why”
spectrum of performance to keep
work-as-planned the same as
work-as-done.

Work-as-Done

Where we want to be Where we probably are

Awg = gap in “work-as-done” vs. as “planned”

Figure 1-11: Level | - “Work-as-Done” Varies from “Work-as-Planned” at
Employee Level

1.9.2 Level ll: Mid-Level Model for Examining Organizational Drift — Break-the-
Chain

The Mid-Level Model for examining organizational drift focuses on the Break-the-Chain (BTC)
framework. Based on the simplistic representation displayed in Figure 1-12, the BTC framework
provides a broader, more complete model to help organizations avoid the threat potential of
catastrophic events posed by the significant hazards, dynamic tasks, time constraints, and
complex technologies that are integral to ongoing missions. And, when an event does occur, it
also provides a logical and systematic framework to diagnose the event to determine which step
in the process broke down to allow focusing corrective actions in only those areas found
deficient. The BTC model is designed to stop the system accident as shown in Figure 1-10 but
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can be applied equally to individual accidents. The BTC model is nothing but a logical, physics-
based application of the ISM core functions. The six basic components of the BTC model are:

Step #1 — Focus on the System Accident (Pinnacle/Plateau Event) to Avoid: The first step
focuses on the last link of the chain, the consequences of the system accident that the
organization is trying to prevent. Once the catastrophic consequences have been identified, they
should be listed in priority order. This prioritization is important for four reasons:

e [t serves as an important reminder to all employees of the potential catastrophic
consequences they must strive to avoid each day.

e [t pinpoints where defensive barriers are most needed; as one would expect, the probability
of an event and the severity of the consequences will drive the number and type of barriers
selected.

e [t ensures that the defensive barriers associated with the highest priority consequences will
receive top protection against degradation.

e It encourages a constant review of resources against consequences focusing attention on
making sure the most severe consequences are avoided at all times.

Prioritization is a critical organizational dynamic. Efforts to protect against catastrophic
consequential events should be the first priority. Focus must be maintained on the priority
system accidents to assure that the needed attention and resources are available to prevent them.

Step #2 — Recognize and Minimize Hazard: Identify and minimize the physical hazard, while
maintaining production. After identifying the hazard, there are two approaches to minimize it.
First, actions are taken to reduce the physical hazard that can be impacted by the threat (for
example minimizing the amount of combustible material in facilities). Second, attempts are
made to reduce the interactive complexity and tight coupling within the operation or, conversely,
to increase the response time of the organization so an event can be recognized and responded to
more quickly. The intent of these two approaches is to remove or reduce the hazard so that the
consequences of an accident are minimized to the extent possible.

Step #3- Recognize Threat Posed by Human Errors, Failed Equipment, Tooling or
Facilities, Mother Nature (i.e., natural disasters) or Other as of yet Unknown Things: A
key component of consequence avoidance is identifying and minimizing all significant knowable
threats that could challenge the hazard (i.e., allow the flow of unwanted energy). Note the use of
the word “all.” The intent is that if not all threats are identified and addressed; the organization
is vulnerable to failure. Organizations should ensure the system event does not occur, not hope it
does not occur (i.e., they prove operations safe). The categories of threats from human error and
failed equipment, tooling or facilities, and natural disasters have been adapted from a
combination of MORT, DOE Guide (G) 231.1-1 and TapR00t®.

Step #4 — Manage Defenses: Based on the threats identified, one must ensure the right barriers

are identified to prevent or to reduce the probability of the flow of energy to the hazard (red,
blue, brown, and purple barriers in Figure 1-12) or if that fails to mitigate the consequences of a
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system accident (shown by granite encasement around system event box in Figure 1-12). The
type and number of barriers and the level of effort needed to protect them are dictated by level of
consequence and type of hazard associated with the operation. The decrease in the number of
threats or probability of occurrence as a result of the application of various barriers or defenses is
indicated in Figure 1-12 by the reduction in the number of colored arrows that can reach the
hazard.

Step #5 — Foster a Culture of Reliability: Steps 1 through 4 make the operational hazard less
vulnerable to threats. To execute these steps successfully and consistently without observable
signs of degradation or significant events, requires an army of trained and experienced personnel
who conscientiously follow the proven work practices. These workers must maintain their
proficiency through continuous hands-on work and be trained so they can make judgment calls
on the shop floor that will reflect the shared organizational values. They also need to have the
authority to make time-critical decisions when situations require this action. They must be part
of an organization that has a strong culture of reliability.

Step #6 — Learn from Small Errors to Prevent Big Ones: Gaps between “work-as-planned”
by the process designer and “work-as-done” by the employees exist in every operation and
reflects the challenges an organization will face sustaining the BTC framework (Figure 1-12).
The fact that these gaps exist should be of no surprise, they exist in every organization. The
problem occurs when the organization is unaware of the gaps or does not know the magnitude or
extent of the gaps across the operation. Because of the importance of DOE sites remaining
within the established safety basis (ISMS), the investigation process as described in this
document places special emphasis on evaluating and closing the gap between “work-as-planned”
and “work-as-done”.

BTC parallels and complements the ISMS functions. The levels of formality or rigor to which
the six process components (or process steps) are applied are proportional to the complexity and
consequences of the operations (e.g., for nuclear operations where the potential consequences are
severe, the full rigor of 10 Code of Federal Regulations (CFR) Part 830, nuclear safety is
employed). Detailed application of this process can be found in Volume II, Chapter 1.

1-34



DOE-HDBK-1208-2012

Break-the-Chain Framework to Prevent System Accidents
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Figure 1-12: Level Il - Physics-Based Break-the-Chain Framework

1.9.3 Level lll: High Level Model for Examining Organizational Drift

The High Level Model for examining organizational drift, shown in Figure 1-13, was adapted

from work by the Institute of Nuclear Power Operations (INPO)". It is intended to represent a
systematic view for analysis of both individual and syste