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FUNDAMENTALS OF GAMMA-RAY LOGGING
Robert D. Wilson

Bendix Field Engineering Corporation

INTRODUCTION

The technique of passively observing the gamma radiation emitted by the
naturally occurring radioisotopes within earth formations has been in use for
over thirty years. In recent years, however, there have been important
advances in both the technology and methodology of gamma-ray logging
techniques. In addition, active techniques are being developed that stimulate
gamma-ray emission from otherwise stable elements.

The gamma-ray signatures observed by both the active and passive
techniques permit the quantitative borehole assay of a variety of elements
within earth formations. This paper reviews the principles of passive,
borehole gamma-ray measurements and the methods of analysis that provide
quantitative assays for the elements potassium, uranium, and thorium.

NATURAL FORMATION GAMMA-RAY SOURCES

The three elements potassium (X), uranium (U), and thorium (Th) each have
at least one naturally occurring radioactive isotope. K is the
radioactive potassium isotope and it leads directly to the emission of a
single 1461 keV gamma ray from de—-excitation of its stable daughter product
OAr. The two uranium isotopes 235y and 238y occur naturally with an
abundance ratio of 0.007 and are both radiocactive. These isotopes alpha- and
beta-decay through a complex series that terminates with stable isotopes of

lead. The single thorium isotope 232Th is radiocactive and also decays <

through a complicated decay series to a stable lead isotope. Dozens of -
different energy gamma rays are emitted during the decay of both uranium and Q;F\
thorium. The most intense of these gamma rays are emitted by daughter " \33\§*

products well down the decay chain from the parent uranium or thorium
isotopes.

Principal gamma-ray emitters in the uranium series are 226Ra, 2l4gy

and 214Pb, and in the thorium series 228Ac, 212Pb, and 20871, There

are weak gamma rays emitted directly by the parent isotope 235y and by

34mPa, the second daughter of 238y, These are mentioned here because

they represent a so-called "direct” uranium signature that is unaffected by
the equilibrium cendition of the decay series. Borehole uranium assays based
on the 235y or 23%mpg gamma rays are called "direct uranium” assays while
those based on the 226Ra, 21431, or 2l4pp gamma rays are called

"equivalent uranium” assays. The term "equivalent” signifies that the uranium
assay 1s _based on the gamma-ray Intensity from one of the daughter products,
such as Zl“Bi, and that the uranium concentration is equivalent to that
which exists for secular equilibrium between uranium and all its radiocactive
daughter products.
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The thorium gamma-ray signatures emitted by the daughter products 2234ac,
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2127y, and 208T1 provide an "equivaleat thorium" assay. However
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because of the relatively short half-lives for all the daughters, thorium
always exists in a condition of secular equilibrium within earth formatious.
Hence the equivalent thorium assay is a good measure of the actual thorium
content.

Figure 1 shows the relative intensities for the gamma-ray energies
emitted by the three naturally occurring elements potassium, uranium, and
thorium. FEach source spectrum is normalized to unit total intensity. Mary of
the very low-intensity gamma rays are omitted from the uranium and thorium
spectra; yet the complexity of these sources as shown in Figure 1 contrasts
sharply with the single-source energy from potassium.

BOREHOLE GAMMA-RAY FLUX SPECTRA

When these sources are uniformly distributed throughout an earth
formation, and when a borehole probe is introduced as shown in Figure 2, the
gamma-ray energy spectra incident on the probe will appear as shown in
Figure 3. (These fluxes were calculated by Mike Evans of the Los Alamos
Scientific Laboratory using radiation transport theory. The session entitled
"Gamma-Ray Transport Calculations™ scheduled for Wednesday morning will be
largely devoted to the details of such calculations.)

In the process of transporting from each source location in the formation
to the probe location within the borehole, the gamma rays undergo both
scattering and absorption interactions. The scattering interactions have the
effect of introducing a continuum component to the spectrum that becomes
increasingly prominent at low energies. This feature is apparent in all three
spectra of Figure 3.

The continuum component for each source peaks at an energy of around 90
keV. The position of this peak is a characteristic of the transporting medium
which was a zero porosity sandstone for the results in Figure 3. The
absorption interactions have the effect of attenuating the lower energy source
lines relative to the higher energy lines. This is obvious, for example, in
the thorium spectrum of Figure 3 where the 24614 keV line is much more intense
relative to the lower energy lines than in the source spectrum of Figure 1.

DETECTOR RESPONSE TO BOREHOLE GAMMA-RAY SPECTRA

The borehole probe shown schematically in Figure 2 contains one or more
gamma~-ray detectors that respond to the incident gamma-ray flux (Figure 3) by
producing electrical pulses whose amplitudes are proportional to the gamma-ray
energy deposited in the detector. These pulses can be analyzed and sorted
according to amplitude and the resulting pulse height distribution is stored
in a computer memory. '

The most commonly used detector for gamma-ray logging is the sodium
iodide (thallium activated) scintillator [NaI(Tg)]. Other scintillators such
as cesium iodide (CsI) and bismuth germanate (BGO) are also in use or under
evaluation for logging applications. Recently, solid state germanium
detectors have been utilized in borehole probes. They provide a far superior
spectral response to the incident borehole gamma radiation but at the expense
of significantly decreased detection efficiency. They arz also more costly
and must be operated at or near liquid nitrogen temperatures.
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FIGURE 1

GAMMA-RAY SOURCE ENERGIES AND RELATIVE
INTENSITIES FOR NATURALLY RADICACTIVE ISOTOPES

1.0
POTASSIUM
0.5+
0.0 * * L L x
THORIUM

0.2+
>
[
o Ol
<
L
-
=
Y o0 ’1!!!’] lj !Hi | . 1
E URANIUM
= 021
(s 4

Olr

OO!l‘ ! ! 11! 1‘ 41»111!.] Lli 1
0 g00 1000 1200 20C0 250C

CAMMA - RAY ENERGY (KeV)

3



FIGURE 2
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FIGURE 3

CALCULATED SPECTRA FOR POTASSIUM, EQUILIBRIUM URAMNIUM,
AND THORIUM SOURCES UNIFORMLY DISTRIBUTED IN AN
INFINITE SANDSTONE MEDIUM.
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Germanium Detector Response

Figure 4 shows the pulse height distributions observed with a germanium
probe for the incident borehole fluxes of Figure 3. These spectra were
acquired within concrete borehole models enriched in the elements potassium,
thorium, and uranium, respectively. The potassium response containg
contaminant peaks from the small concentrations of uranium and thorium. The
general features of the calculated flux spectra (Figure 3), including
continuum shapes and peak locations, agree well with the measured germanium
spectra. As the gamma-ray energy increases, the measured peak intensities
become progressively smaller relative to calculated intensities because of the
decreasing detector efficiency. The continuum shapes observed in the
germanium spectra are enhanced both because of the increasing detector
efficiency at lower energies and because of Compton scattering of gamma rays
within the detector itself. The measured peak in the continuum shape has
shifted upward in energy to about 110 keV from the calculated value of 90 keV.
This shift is caused by attenuation in the probe shell and cryostat
surrounding the germanium detector. {(The session entitled "Spectral Logging
III: High Resolution Spectroscopy” scheduled for Tuesday evening will be
devoted entirely to logging systems that utilize germanium gamma-ray
detectors.)

Figure 5 contains the uranium spectrum of Figure 4 but with a semiloga-
rithmic vertical scale and with a greatly expanded horizontal scale. This
spectrum is the germanium probe borehole response to a uniformly distributed
uranium source that is in secular equilibrium with all its radiocactive
daughter products. The majority of the peaks appearing in Figure 5 are from
the decay of 21481, Each one is labeled with its energy in keV. The lowest
ener§v peak observed is at 186 keV and is an unresolved doublet from the decay

5y and bRra. The three peaks above this in energy (242, 295 and 352
keV) are from the decay of 2l4pp,

Any one or all of the 21431 and 2l4py peaks may be used to determine
the equivalent uranium concentration. The higher energies are preferable
because they represent a larger sample volume and are less perturbed by the
effects of borehole and formation matrix variations. The gamma ray at 1001
keV is from the decay of 234mps and represents a nearly direct measure of
uranium concentration. The peak at 2614 keV and some of the other unlabeled
peaks are contaminants from the small thorium concentration 1a the uranium
ore. The 186 keV intensity from 2357 could be used as a direct uranium
signature. It must be corrected for the 22634 contribution, however, and it
is more susceptible to borehole and matrix variation effects than the higher
energy 1001 keV gamma-ray. Because the direct signatures at 186 keV and 1001
keV have very small intensities and are superposed on a relatively largs
continuum component, performing a passive, direct uranium, gamma-ray log is
possible only with the high-resolution germanium detector.

Sodium Iodide Detector Response

Sodium iodide (Nal) is one of several scintillating detector materials
that can be used in gamma-ray logging applications. The energy resolution of
Nal is far worse than the energy resolution of germanium, but Nal can be
fabricated with much larger volumes for superior counting efficiency.
Scintillation detectors have the advantage of lower cost and simpler operation
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LOGARITHM OF COUNT RATE (counts/sec)

FIGURE 5
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than germanium detectors. Of the scintillators, Nal provides the best
gamma-ray energy resolution. Figure 6, for example, shows the response of two
Nal detectors with volumes differing by a factor of about 25. The uranium
source is the same one used to obtain the germanium-detector response shown in
Figure 5. The larger Nal detector is typical of those used in spectral
gamma-ray logging while the smaller detector is typical of those used in
gross—count logging applications.

A comparison of Figure 6 with Figure 5 shows that the Nal energy reso-
luticn is worse than germanium by about a factor of 50. The observed count
rates for the large Nal detector in the MeV energy range are greater by about
an order of magnitude while the small Nal detector exhibits count rates about
1/4 that of the germanium detector. The relatively poor Nal energy resolution
results in the identification of only six peaks in the pulse~height distribution.
These peaks a§i4identified by their energies and are all emitted by the decay
of 214Pb and Bi as indicated in the abbreviated decay chain schematic at
the bottom of Figure 6.

These spectra clearly show that a direct uranium assay based on the 1386
or 1001 keV gamma-ray intensities is not possible with Nal detectors. A
comparison of the large and small Nal detector spectra shows that the
resolution is better for the small detector. This is a typical result and is
due to the manufacturing difficulties encountered in producing long, thin NaTl
detectors. This comparison also shows that the relative count rates in the
MeV energy range scale roughly as the detector volume, while at lower energies
(100 to 400 keV) the small detector is relatively more efficient with the
count rates scaling more like the difference in detector surface area. This
effect is most noticeable as an enhancement in the low energy continuum
distribution of the small detector spectrum.

In spectral logging, the 1-3 MeV portion of the spectrum is normally used
while in gross-count logging the entire spectrum is summed to give an integral
response. A portion of the session entitled "Spectral Logging I: Hardware”
scheduled for Tuesday afternoon will be devoted to further discussions of
scintillation detectors and recent detector developments.

For completeness, the large Nal detector responses to the potassium and
thorium borehole sources are shown in Figures 7 and 8. Again, the gamma-ray
producing members of the decay chain are shown at the bottom of each figure.
The peaks are identified with their energies in keV. The thorium spectrum
shows the added minor feature of escape peaks (single and double) from pair
production interactions of the 2614 keV gamma ray in the scintillation
detector. These peaks are too weak to observe in the potassium spectrum
because the 1461 keV gamma ray is not sufficiently far above the pair
production threshold at 1022 keV.

ANALYSIS OF GAMMA-RAY LOGGING DATA

A borehole logging system like the one shown schematically in Figure 2 is
used to acquire gamma-ray spectra as a function of depth. The detector
pulse-height distribution for each depth interval must be energy analyzed
either within the probe or with the surface instrumentation. The resulting
gross—count or spectral data must then be converted to radiocelement

concentration using calibration constants that are deduced from a calibration
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Gross—Count Log Calibration Method

The Nal reponse shown in Figure 6 for the 0.75-inch x 2-inch detector is
typical of gross—count logging systems used for uranium exploration. This
spectrum 1s replotted with a linear vertical scale in Figure 12. Three
different scales are used to better display the spectral shape at higher
energies. Regions of overlap exist to show the effect of scaling changes.
Most gross—count logs are performed with systems that integrate or sum the
total response shown in Figure 12. The shaded area of this plot shows the
detector response to gamma rays with an energy below 400 keV. There are a few
probes with filters surrounding the detector that effectively eliminate the
response below about 400 keV. The figure shows that for such "filtered”
probes about 87 percent of the signal is eliminated. This sacrifice in
counting rate may be desirable in order to minimize the non—linear "Z effect”
that affects gamma-ray logs performed in high-grade uranium zones.

Gross—count uranium logging systems are calibrated by acquiring integral
counting rates as a function of depth through the ore zone of a calibration
model. A schematic representation of this calibration method is shown in
Figure 13. The equivalent uranium grade G (sometimes called the radiometric
uranium grade) and thickness T of this ore zone must be known. When the area

A under the log response curve is measured, the calibration coanstant, or "k
factor, is easily calculated from the equation at the bottom of Figure 13.

RADIOACTIVE DISEQUILIBRIUM AND ITS EFFECT ON GAMMA-RAY LOGS

Earlier in this discussion it was mentioned that equivalent uranium or
thorium concentrations based on gamma-ray intensity measurements from daughter
products will be equal to the actual parent concentrations only if a condition
of secular equilibrium exists. This is always the case for geologic
occurrences of thorium. Uranium deposits, however, are sometimes too young
for the long-lived daughters preceding the principal gamma-~rav emitters to
build up to their equilibrium concentrations. For example, a geologic process
may have disturbed the equilibrium condition by phvsically removing members of
the decay series. When a disequilibrium condition is known to exist for a
uranium deposit, the conventional gross—count or KUT gamma-ray log is not
useful unless the disequilibrium factor is known from an independent
determination, such as from a core analysis. On the other hand, the
high-resolution germanium probe can perform a direct uranium measurenment and
will provide correct uranium assays independently of the disequilibrium
condition.

CONCLUDING REMARKS

The sessions which follow during this three-~day workshop will present
in-depth discussions of the many gamma-ray logging topics introduced in this
fundamentals session. The sessions will be informal so please feel free to
contribute your own ideas, research, and comments. The first working session
of the workshop is entitled "Calibration Standards” and it will begin
immediately after this morning's coffee break.
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CALIBRATION AND DATA CORRECTION TECHNIQUES
FOR SPECTRAL GAMMA-RAY LOGGING
David C. Stromswold
Robert D. Wilson
Bendix Field Engineering Corporation

Grand Junction, Colorado 81502

INTRODUCTION

As part of its work for the United States Department of Energy (DOE),
Bendix Field Engineering Corporation (BFEC) has developed spectral gamma-ray
logging hardware and data handling techniques. Calibration of the equipment
and correction of the data for borehole and formation effects are two
important steps in using logging data to assay for uranium. Procedures for
calibrating spectral systems using scintillation detectors are described in
the following sections.

Calibration is based on observed count rates in models of known
concentration of potassium, uranium, and thorium. The following energy gamma
rays are used to identify these elements: 1.46 MeV from 4OK, 1.76 and 2.20
MeV from 2l4pi (a decay product of uranium), and 2.61 MeV from 208T£ (a
decay product of thorium). Counts from these gamma rays are recorded for
three energy windows which span the intervals shown in Table 1.

Table 1. Spectral Energy Windows.

Identification Energy Window (keV)
Pctassium 1320-1575
Uranium 1650-2390
Thorium 2475=2765

Sodium iodide crystals are used in the probes to detect gamma rays. For
logging in low count-rate formations, large (l.5-inch x 12-inch), unfiltered
detectors are used, and in regions of higher count rates, data are collected
with small (l-inch x 6-inch), filtered detectors. Both detectors are con-
tained in the same probe and selection of the detectors is performed remotely
during logging. It is standard BFEC/DOE procedure to start with the large
detector and switch to the small detector only after the large detector gives
a count rate greater than 1500 counts per second above an energy threshold at
1250 keV. The small detector iIs thus used on repeatad sections of holes when
demanded by excessive count rates in the large detector.

Signals from the detectors are shaped and amplified within the probe and
sent analog up the logging cable. Uphole the signals are reshaped, amplified,
and gain stabilized to provide a constant pulse height for tha manzanese
reference pulses at 835 keV. Spectral discrimination is obtained bv either



single-channel analyzers or a multichannel analyzer. Gamma-ray counts in the
potassium, uranium, and thorium windows are accumulated for short times (5 to
10 seconds) and then recorded on magnetic tape along with the depth of the
probe in the hole.

MODELS

The efficiency of detectors used in logging must be determined in
distributed radioactive sources sufficiently large so as to appear to be
infinite. 1In practice this can be accomplished for uranium exploration by
having the sources extend approximately 2 feet in every direction from the
detector. Such sources are often constructed as cylinders of concrete mixed
with radioactive elements. The concrete approximates the density (=2 g/cm3)
of the rock in which logging is to be performed, and the cylinders have holes
along their axes for probe insertion. Extended-source models in cylinders
having 4-foot diameters are available at Grand Junction and selected field
sites.

The primary spectral standards are located at Grand Junction, and they
are designated as the potassium (X), uranium (U), and thorium (Th) models.
Additional models are available for determining spectral water correction
factors; these models are the KUT Water model (XKUT WTIR) and the D model. (The
D model was built for fission—-neutron calibration, but it can be used for
gamma-~ray work.) The grades assigned to these models are given in Table 2.

Table 2. Grades of Models.

Model ZX pom U ppm Th
Potassium 6.76 + 0.18 2.7 + 0.3 2.4 + 0.6
Uranium 0.84 + 0.24 498.3 + 12.1 5.6 + 1.3
Thorium 1.44 + 0.08 28.3 + 1.0 505.5 * 12.1
KUT WIR 4.90 + 0.29 321+ 19 219.4 * 9.2
D 1.78 + 0.26 576+ 76 7.7 + 1.7

Background measurements are made in a large water tank to raduce the
effect of natural radiocelements in the calibration area. The concentrations
of potassium, uranium, and thorium in the water tank are small and considered
to be zero for probe calibration.

Data collected from thin beds of radiocactive elements must be processed
to remove the averaging effects inherent in logging. Sharp ore/barren tran-
sitions can be partially restored if the spatial response of the detector is
known. Special thin-bed models are available at Grand Junction for deter-
mining the response of detectors to thin uranium beds. These models have
2-inch-thick concrete zones with 0.246 percent eU30g and are positiomed at
several angles with respect to a central borehole. The spatial response of a
detector can also be determined in calibration models with thick ore zones by
logging the interfaces between ore zones and barren zones.



COLLECTION OF CALIBRATION DATA

The gain of the spectral system must be properly adjusted so that the
gamma-ray peaks fall in their correct locations for proper identificationm.
This is usually done using a thorium source after the system has warmed up
sufficiently (approximately 20 minutes) and the gain stabilizer has been
centered on the reference peak from manganese. At a minimum, the 2614 keV
peak from the thorium source must occur in a pre-established location in the
multichannel analyzer. An improved procedure is to calibrate the multichannel
analyzer for gain using the 583 and 2614 keV gamma rays from a thorium source.
Once this has been done, the window locations can be checked against their
desired positions (Table 1). The use of the 835 keV gamma ray from the
manganese stabilization source for emnergy calibration is not recommended. The
apparent energy of this gamma ray changes as the source is moved along the
length of the crystal due to nonlinearitles in the detector's light output. It
is best to use a distributed source for energy calibration.

Before and after calibrating a probe in the models, it is customary to
record window count rates from a "field calibrator" source made of thorium ore
packed in a tube (approximately 2-inch x 12-inch). The consistency observed
in these count rates after local background has been subtracted is used later
to test probe operation in the field. Unfortunately some probe malfunctions
may not be detected from this test. Observation of the gamma-ray spectra on
the multichannel analyzer provides better understanding of the probe's
condition.

The counting efficiency of a detector is determined by recording counts
in the potassium (K), uranium (U), and thorium (Th) models at a detector depth
of 5.5 feet. The K model provides the lowest count rates of all the models,
and thus it requires longer counting times than both the U and Th models in
order to obtain equivalent counting statistics. Background counts are ob-
tained by placing the probe in a large water tank with the detector at a depth
of 5.5 feet. The times needed for collection of adequate data also vary with
detector volume and shielding (filters). Counting times used in calibrating a
Bendix/DOE spectral probe in the models are given in Table 3.

Table 3. Calibration Counting Times.

Detector Volume Typical Detector Counting Time (seconds)
Vv (in3) Size (inches) K Model U Model Th Model Background
15<{Vv <25 1.5 x 12 3000 2000 2000 4000
5{V<15 1.5 x 3 4500 3000 3000 5000
2<{V< 5 1 x 6 Filtered 6000 4000 4000 5000

ANALYSIS OF CALIBRATION DATA

The calibration data needed for analysis are the counts and counting
times (seconds) collected in the three energy windows in the X, U, and Th and
background models. These data are used in a computer program (PADCAL) which
determines sensitivities and stripping coefficlents based on assigned grades



of the models. The program uses linear equations to determine proportionality
constants that relate window count rates to model concentrations after
background count rates have been subtracted. In a matrix formalism the
relationship is

R=AC (1)
where

R= 3 x 3 matrix of observed count rates in X, U, and Th models after
background has been subtracted

C = 3 x 3 matrix of concentrations of calibration models

A = 3 x 3 matrix of proportionality determined from R and C-

The elements of the three matrices are defined as follows:

R.

i count rate in {th energy window in the jth calibration model after

background subtraction;
Cﬁj = concentration of {th radioactive element in fth calibration model;

constant relating count rate in {th energy window with
concentration of fth radiocactive element.

A

The matrix expression in equation (1) can be written in terms of its
individual elements as
(AceCes)

R,. =

44

qrb4w

1

The convention used in defining the subscripts is:

1 = Potassium
2 = Uranium
3 = Thorium.

Thus, for example, R13 is the count rate in the potassium energy window
obtained in the thorium calibration model after background subtraction.

The analysis program calculates the proportionality matrix [\ , its matrix
inverse A'l, and the uncertainties in the A and A™! matrix elements. The
uncertainties are determined from propagation of the counting statistics in
the window counts and the uncertainites in the assigned grades of the
calibration models.

Concentrations of X, U, and Th in the field where logging data are
collected are calculated using the matrix equation

C=A1TR (2)

where
C=3 x 1 natrix of concentrations to be calculated

A=l =3 x 3 matrix of proportionality determined by PADCAL using data
from calibration models

R= 3 x 1 matrix of field count rates (logzing data;.



Equation 2 can be written in terms of its matrix elements as

3
Ci= S (AR
where 2=1
CL = concentration of {th radiocactive element
AZ% = (I matrix element of A1l
RZ = count rate in £th energy window after background subtraction.

The background count rates which are subtracted from field data are taken
to be those determined during calibration in the water tank. These values
should be acceptable because most of the background is generated by the
manganese stabilization source through chance coincidences in which the
energies add to reach the spectral windows.

'CORRECTIONS TO FIELD DATA

Data collected in the field must be corrected for conditions different
from those under which the calibrations were performed. For uranium logging
there are two significant borehole conditions for which corrections must be
made: (1) the variation of fluid-filled hole diameter, and (2) the presence
of steel casing.

Water

Corrections for water in holes of various diameters are determined
experimentally using the KUT water factor and D-calibration models. Count
rates are collected with the detector in these models for the holes both dry
and water~filled. The data are analyzed to determine apparent concentrations
of X, U, and Th for the holes wet and dry based on a calibration of the
detector in the dry, 4.5-inch holes of the K, U, and Th calibration models.

Water correction factors are determined from the ratio of the calculated
concentrations for the wet and dry holes:

Calculated concentration, dry
Calculated concentration, wet

Water correction factor

Separate correction factors are determined for X, U, and Th and they are used
to multiply the (uncorrected) concentrations of these elements calculated from
field logging data:

Corrected Field Concentration = (Uncorrected Field Concentration) x
(Water Correction Factor).

Separate correction factors must be determined for centralized and side-
wall positions of the probe within the hole. Unless there is a mechanical
centering device, such as a three-—arm caliper, it is customary to assum= that
the probe rests against a side of the borehole during logging. The sidewall
and centralized water correction factors have fundamentally different varia-
tions with hole size. The sidewall factors approach a limiting value at large
hole diameters, whereas the centralized water factors increase without limit
at large diameters.



The process of correcting for water in the holes only adjusts the sensi-
tivities of a probe to K, U, and Th. The effect of the water on spectrum
shape 1s not fully incorporated in these corrections because the calibration
models presently available are not sufficient to provide data on corrections
in addition to the sensitivity factors. The error made by ignoring these
additional considerations has been estimated, however, from experimental data
for 4.5-inch holes and calculated from theoretical calculations for holes up
to 12 inches in diameter. Changes in spectrum shape are reflected by changes
in stripping ratios, and for the 4.5-inch hole, the experimental stripping
ratlios changed by less than 2 percent from wet to dry holes. The calculated
variation of stripping ratios with water-filled hole size are shown in Figures
1 and 2 where the stripping ratios have been normalized to their wvalues for
4.5-inch holes. The gtripping ratios for a sidewalled probe change by less
than 8 percent for holes from 3 to 12 inches in diameter (Figure 1). For a
centralized probe, the stripping ratios change by less than 13 percent for the
same range of hole diameters (Figure 2). Most uranium logging is performed in
the sidewall mode in holes of diameter 7 inches or less. For these situa—
tions, the calculated variation in stripping ratios is less than 5 percent,
and disregard of such variations should produce acceptably small errors in
calculated concentrations from logging data.

The water correction factors for sensitivity to K, U, and Th have been
determined experimentally using large, unfiltered detectors, and the resulting
correction factors are shown in Figure 3 for the sidewall condition and in
Figure 4 for the centralized configuraton. The potassium corrections were
measured in the upper barren zone of the D model, the uranium corrections in
the ore zome of the D model, and the thorium corrections in the ore zone of
the KUT water model. The technique of using different sections of the models
for the three correction factors has proven to give better results than using
just one location because it minimizes stripping problems.

The correction factors in Figure 3 and 4 are plotted as a function of
hole diameter minus probe diameter. The suitability of this parameter for
sidewalled probe was tested experimentally for thorium by placing PVC sleeves,
with their bottom ends closed around a probe to simulate different probe
diameters. The results are shown in Figure 5. Although there is some
variation in the correction factors shown, it is clear that using hole
diameter minus probe diameter as a water correction parameter is acceptable
for sidewall correction factors. Using the same parameter for centralized
probes 1s clearly correct from theoretical considerations.

The correction data in Figure 3 were obtained using a 1.5 x 9-inch
NaI(TZ) detector in a 2.l-inch diameter probe, and the data have been fitted
to a power correction curve:

Water Correction (sidewall) = 1 + axP

X = hole diameter minus probe diameter (inches)
fitting constants whose values are given in Table 4.
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FIGURE 2
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Table 4. Fitting Constants for Sidewall Water Correctiocns.

Elements a b

Potassium 0.1090 0.7375
Uranium 0.0777 0.8484
Thorium 0.0561 0.9662

The water correction data for a 1.5 x 12-inch NaI(T¢) detector in a 2.l-inch,
centralized probe (Figure 4) have been fitted to the exponential curve

Water Correction (centralized) = ¢ * exp (dx)
where

x = hole diameter minus probe diameter (inches)
¢, d = fitting constants given in Table 5.

Table 5. Fitting Constants for Centralized Water Corrections.

Elements c d
Potassium 0.9912 0.0872
Uranium 1.0116 0.0737
Thorium 1.0031 0.0688

Steel Casing

The presence of steel casing reduces the number of formation gamma rays
reaching a detector in a borehole, and corrections must be made to obtain
correct concentrations from the logging data obtained in cased holes. Steel
casings of thickness 0.06-inch to 0.5-inch are available at Grand Junction for
determining casing corrections experimentally. These casings have an inside
diameter of 3 inches and they are 4.5 feet long. They are hung individually
over a detector and counts are recorded in the K, U, and Th calibration
models. In this way, a separate calibration is obtained for each casing
thickness, and changes in both sensitivities and stripping ratios can be
calculated.

The effect of steel casing is applied to field data by adjusting the
calibration matrix, A—l, prior to calculating concentrations from the logs.
The steel casing correctiom factors,Fij , are used to adjust the elements of
the A‘l calibration matrix as follows:

A‘j{- (cased) = fA -1 (uncased) x Fif
A L1
The functional form of Fij is taken as

Fij = exp (fij X )

where

fij = fitting parameter
x = number of 0.0625-inch thicknesses of casing
Values of [/ obtained for a l.5-inch x 12-inch NaI(Tl) detector in a

probe having a shell thickness of 0.125-inch are given in Table 6.

12



Table 6. Stezel Casing Parameters for 1.5-inch x 12-inch Nal(TQ) Detector.

Parameter Value
fll 0.072
f19 0.075
£13 0.083
£r1 0.000
fr90 0.068
fs3 0.075
f31 0.000
f37 0.037
f13 0.058

Background Subtraction

There is generally very little background in the X, U, and Th windows
which needs to be subtracted from field data. The background counts that do
appear come mainly from the manganese stabilization source which emits gamma
rays of energy 835 keV. The simultaneous arrival of two manganese gamma rays
in the detector can produce a summed pulse which reaches the K or U windows.

The background count rates obtained in the water tank during probe
calibration can be used for subtracting background from field data. These
count rates, which include the effects of the summed manganese contributions,
will decrease with the square of the socurce count rate as the source decays
during its 312-day half 1ife. Backgrounds measured within 2-3 months of field
logging should be adequate for most purposes.

No correction is made for pile—up of a manganese gamma ray with a
formation gamma ray. Such a correction would be difficult to determine
because it varies with formation count rate as well as manganese source
strength.

Conclusion

The K, U, and Th models at Grand Junction are the primary standards used
in calibrating spectral probes. Data collected in these models are analyzed
in a matrix technique to determine counting efficiencies and spectrum strip-
ping parameters for potassium, uranium, and thorium.

Logging data collected in holes that are cased or have diameters
different from the standard 4.5 inches of the calibration models must be
corrected to give proper assays. The corrections can be determined
experimentaliy using the calibration facilities at Grand Junction.
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47, GAMMA-RAY SPECTROMETRIC CALIBRATION FACILITIES — A PRELIMINARY REPORT
Project 720085

P.G. Killeen
Resource Geophysics and Geochemistry Division

Abstract

Killeen, P.G., Gamma-ray spectrometric calibration facilities —a preliminary report; Current
Research, Part A, Geol. Surv. Can., Paper 78-1A, p. 243-247, 1978.

In order to make quantitative measurements of radioelement concentrations with a gamma-ray
spectrometer the spectrometer must be calibrated using sources having (1) known radioelement
contents, and (2) geometry similar to that in which the measurement will be made. In the case of
portable gamma-ray spectrometers the measurement in the field will generally be made on relatively
flat outcrop surfaces. This may be simulated using a flat concrete pad approximately flush with the
ground surface. In the case of gamma-ray spectral logging, the measurement geometry is, of course,
a borehole. In this case model boreholes including appropriate "ore" zones can be constructed in
concrete.

GEOLOGICAL
SURVEY

CANADA DFPAHCAEND A0 AGHICELTTRE

N -
»o% :

1z
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Figure 47.1. Location of the Geological Survey calibration facilities for portable gamma-ray
spectrometers and gamma-ray spectral logging equipment. 243



Introduction 4

In October 1978, the Geological Survey of Canada
completed the construction near Ottawa of extensive calibra-
tion facilities for gamma-ray spectrometry equipment as
mentioned above. They meet or exceed the recommendations
of the IAEA (1976). This paper comprises a preliminary
report on the new facilities: their location, description,
preliminary analyses of samples taken during construction,
and the procedure for obtaining access to the calibration
facilities, and preliminary recommended procedures for
carrying out the calibration measurements.

Location of the Calibration Facilities

The new calibration facilities are located on the
property of the CANMET (E.M.R.) laboratory complex at
Bells Corners approximately 10km west of Ottawa.
Figure 47.1 shows the location. The calibration facilities
consist of a set of 10 calibration pads for portable spec-
trometers, located along a gravel road leading to an
abandoned quarry in which nine test columns containing the
model boreholes are constructed (see Fig. #7.2).

Calibration Pads for Portable Gamma-Ray Spectrometers

The calibration pads are concrete cylinders, 60 cm thick
and 3 m in diameter, making effectively infinite sources if
the detector of the portable gamma-ray spectrometer is
centrally located on and within a few inches of the surface of
the pad. Three pads contain different potassium concentra-
tions, three contain different uranium concentrations and
three contain different thorium concentrations. The
different radioelement concentrations were obtained by
adding to the concrete appropriate amounts of uranium ore,
thorium oxide, or nepheline syenite for U, Th, and K
respectively. A tenth pad, referred to as the blank pad, was
constructed with ny . 1dioelement additives. The preliminary
mean values of tne radiocelement contents of some of the
samples taken during construction are given in
Table 47.1. At the time of this writing, not all
of the samples have been analyzed. Thus,
although subject to revision, these preliminary
values indicate the range of concentrations
available for calibration purposes. The five
pads at Uplands Airport, which had previously
been used for calibration of portable instru-
ments, have a very limited range of radio-
element concentrations since they were
designed for calibrating airborne gamma-ray
spectrometers (Grasty and Darnley, 1971) and
will continue to be used for that purpose. The
new calibration pads should greatly improve the
accuracy and repeatibility of determinations of
calibration factors.

The recommended procedure for carrying
out calibration measurements is explained in
greater detail on handout sheets provided to
users of the «calibration facilities. These
include a detailed location map, a table of pad
numbers with their radioelement concentra-
tions, and information about obtaining
clearance for access to the calibration site.
This information may be obtained by contacting
the Radiation Methods Section, Resource
Geophysics and Geochemistry Division of the
Geological Survey.of Canada.

Basically the calibration procedure for portable gamma-
ray spectrometers consists of taking several readings on each
pad in order to obtain good counting statistics, with the
detector at a slightly different location near the centre of
the pad for each reading. Counting times will depend on
detector size.
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Figure 47.3.

G.S.C. CALIBRATION
FACILITIES

HOLES

QUAR

Figure 47.2. Detailed locations of the 10 calibration pads
and the model holes on the property of the
CANMET laboratory complex at Bells Corners.

The nine concrete test columns viewed from inside the quarry
showing the "ore zones" and a logging truck parked above in the
working area forcalibratinglogging systems.(GSC photo 203254-0).

[f these data, along with the types and serial numbers of
the spectrometers and detectors are given to the Geological
Survey, the calibration constants will be computed; therr
no charge for this service. The use of the calibra
constants for computing in situ assays was described
Kilieen and Cameron (1977).
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Table 47.]1
Preliminary mean radioelement concentrations
for calibration pads TO
Pad Number K% eU ppm eTh ppm Bgf;\El\c:gﬁE_ ';Q(Y)BE WINCH
PK-1-0T 0.88
PK-2-0OT 1.48
PK-3-0OT 2.87 METRES
PU-4-OT 6.10 — 0.0
PU-5-OT 42.49
PU-6-OT 458.15 BARREN
PT-7-OT 8.10
PT-8-OT 62.00 —1.2
PT-9-OT 310.07 ORE
PB-10-OT 0.24 0.16 1.39 ZONE
— 2.7
Model Boreholes for Calibrating Gamma-Ray
Logging Systems BARREN
For calibration of borehole gamma-ray spectrometers a
set of nine models have been constructed along the wall of a — 3.9
rock quarry as shown in Figure 47.3. Each of the models
consists of a concrete column 3.9 m in height with an "ore -
zone" 1.5 m thick sandwiched between an upper and lower
barren zone as shown in Figure 47.4. Each test column
contains 3 boreholes of diameters A (48 mm), B (60 mm) and
N (75 mm) intersecting the ore zones as shown in Figure 47.5. )
Three of the test columns contain ore zones of different e b R

concentrations for potassium, three for thorium, and three

for uranium. These ore zones were produced by mixing TEST COLUMN

yitable additives with the concrete as described above for

e calibration pads. Figure 47.4. Cross-sectional view of a test column, showing
The preliminary mean values of the radioelement two of the three holes in the column, the run
concentrations in samples taken during construction are given pipes which extend 3.0 m below, and the hoist
in Table 47.2. Revised radioelement concentration values and pulley on top of the column.
will be determined and published at a later date when all of
the samples have been analyzed. The radioelement concen- }'O- 75 m_‘l
trations in the barren zones are the same as for the blank pad

(PB-10-OT) in Table 47.1.

The calibration procedure for gamma-ray spectral
logging equipment consists of three parts: (1) the determina-
tion of the stripping factors, (2) the determination of the
sensitivity i.e. the relation between count rates and ore
grade, and (3) the determination of instrument response
characteristics (if the logging data are to be computer
processed to improve accuracy and resolution (e.g. Scott
et al., 1961; Scott, 1963; Conaway and Killeen, 1978; Killeen
et al., 1978).

The stripping factors can be determined relatively
quickly by observing the count rates obtained in the uranium
and potassium channels of the spectrometer, while the
borehole probe is positioned inside a thorium ore zone, and
then inside a uranium ore zone. (This would also give the
upward stripping factor, i.e. uranium counts in the thorium
window.) In practice the count rate should be determined at
several positions near the centre of each ore zone in order to
obtain an accurate average value. As in the case of the
calibration pads, if these data are supplied to the Geological
Survey, stripping factors will be computed.

Having determined the stripping factor;, these can then TEST COLUMN

“e applied to logs recorded in the field. The stripping factors

‘Il enable the stripped gamma-ray log to be plotted as shown
1 the conceptual example of Figure 47.6. From top to PLAN VIEW
bottom in this figure are shown the anomalies in the 4 Figure 47.5. Plan view of a test column showing location and

spacing of the three sizes of model boreholes.
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GAMMA -RAY
SPECTRAL LOG

T.C. K u Th T.C.

«— depth
-«—depth

Table 47.2

Preliminary mean radioelement concentrations
for test columns

Column Number K% eU ppm eTh ppm

BK-1-OT 0.72

BK-2-OT l.14

BK-3-OT 3.01

BU-4-OT 14.32

BU-5-0OT 100.67

BU-6-0OT 948.58

BT-7-OT 8.20
BT-8-OT 34.93
BT-9-OT 347,11

channels of the spectrometer (total count, K, U, and Th)
caused by logging through a thorium zone, a uranium zone,
and a potassium zone respectively. The left side of
Figure 47.6 shows the unstripped log illustrating the
ambiguous situation which arises when anomalies appear in
the uranium and potassium channels even when no uranium or
potassium is present. The right side of Figure 47.6 shows the
stripped gamma-ray spectral log, which clearly indicates
which of the radioelements caused each of the three
anomalies shown in the total count channel.

The ultimate objective of gamma-ray spectral logging is
quantitative downhole assaying, particularly of uranium,
which is part (2) of the calibration procedure. In this case,
the determination of the system calibration constant K is
carried out using stripped data obtained as in step (1) above
by means of the equation

_G

K=3
Here G is the known radioelement concentration (grade) in
parts per million (ppm) and 1 is the average measured gamma-
ray intensity in counts/s near the centre of the ore zone; the
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STRIPPED GAMMA-RAY
SPECTRAL LOG

u Th

Figure 47.6.

Comparison of unstripped and
stripped gamma-ray spectral logs
showing anomalies caused by K,
U, and Th respectively.

units of K, then, are ppm s/count. The raw field log is then
muitiplied by K to give the ore grades in cases of uniform ore
zones approximately 1| m or more in thickness (i.e. infinitely
thick). The grade values obtained for thinner zones will be
lower than the actual grade.

In order to enhance the accuracy and resolution of ore
grade determinations in thin beds and complex sequences, °
is necessary to carry out step (3), the determination of *
system response characteristics. More information on th.
can be found in Conaway and Killeen (1978).

The logging equipment calibration facilities are
designed to permit calibration of logging systems in both wet
and dry holes of sizes A, B, and N, uncased or with various
types of casing material.

As in the case of the calibration pads, handout sheets
with further information and recommended procedures will be
provided to those persons interested in calibrating gamma-ray
logging equipment in the model boreholes. The Geological
Survey will endeavour to compute the calibration factors for
gamma-ray spectral logging systems when the recommended
procedures are followed.

It should perhaps also be mentioned here that two model
boreholes containing different uranium ore zones have been
constructed in Fredericton, in co-operation with the New
Brunswick Department of Natural Resources. These two
model holes are approximately 125 mm in diameter and may
be used in the calibration of total count gamma-ray logging
equipment. Future additional calibration facilities are
planned for other locations in Canada. These will probably
consist of sets of seven calibration pads (2 for each
radioelement and one blank), and model boreholes of a
simpler design. It is hoped that calibration of gamma-ray
spectrometric equipment will become a more common
practice in Canada as these calibration facilities becorne
more readily available.
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The pulse-height spectrum arising from

A COMPUTER MODEL FOR CALCULATING GAMMA-RAY PULSE-HEIGHT SPECTRA
FOR LOGGING APPLICATIONS

by

Michael L. Evans

ABSTRACT

A generalized computer model has been devisea to simulate the
emission, transport, and detection of natural gamma radiation frcm
various logging environments. The model yields high~resolution
gamma-ray pulse-height spectra that can be used to correct both gress
gamma and spectral gamma-ray laogs. The technique can help proviae
corrections to airborne and surface radiometric survey logs for the
effects of varying altitude, formation composition, and overburaen.
Appiied to borenole lecgging, the model can yield estimates of the
effects of varying borehole fluid and casing attenuations, as well
as varying formation porosity ana saturation.

The pulse-height spectrum observed rrom a aetector in a logging
environment 1is computea from the gamma-ray flux incigent on the ce-
tector surfaces and the response functicn for the cetector. The
gamma-ray flux is calculatee using a discrete-ordinates transport
code, while the detector response function is determineqd using a
Monte Carlo code. This computational procedure is outlined, ang
examples of the resulting pulse-height spectra are presentea.
Compariscns between ccmputed and experimental spectra are mage for
the case of a 1-1/2-in. x 7-in. Nal detector in the borehale logging
geometry and for a 3-in. x 3-in. Nal detector in a radiometric
survey. These comparisons indicate that the spectrum calculation
method is typically accurate to better than 10 per cent.

The response of any instrument is perhaps best the agetector. In aadition, spectral energy resclu-
terms of a mathematical mcdel that ticn requirements may greatly accentuate the prob~
approximates the measurement process. The spectral lem of cbtaining high-resolution,
measurement of radiation fields with scintiliation pulse-neight spectra. Hence,
the transpcrt of radiation from nigue has been chosen to gescribe the measurement
in the source, through varijous inter- of ragiation fielas.
to the detector. Interacticns of the The count rate calculation
in the media result in both scattered and described is straichtforwars ana very flexible
components impinging on the its application. The methoa

incident flux spectrum depends on the random eral geometries and various
nature of the scintillaticn process ana the photo- incluging organic and inorganic
rultiplier resgonse. solig-state cetecters, ana

This weasurement process can be modeled by the counters. The pulse-heignt

Carlo method. FHowever, scme mocel cecmetries gbservea in a cetector in a raciation fielc given

weax raciaticn fluxes idncicent on by #(r,2,E) can te compuled as:

high-precision

and/or neutron pulse-height distributions for gen-

scintillators,

preporticnat
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where’ c(:d,h) is the number of  events in

pulse-height channel h (cnts/s/MeV) when the detec-

tor is located at point Fd in the model geometry.
The angular flux w(7,3,E) (particles/cmz/s/sr/

MeV) 1is the number of particles passing through

-
=

point 7 in the direction & having energy E£. The
angular flux is computed for all points ¥ in the
model by using a one-, two-, or three-dimensional
discrete ordinates code.
spatial variables modeled aepends on the symmetry
of the oneTRAN.
TWOTRAN2 codes are currently being used to com-
pute angular fluxes of interest in the NURE pro-

The number of independent

problem geometry. The and

gram. Use of these codes results in angular fluxes
that are computed only for discrete values cof the
independent variables ¥, @, and E. That is, values
of ?(;,E,E) are aveilable only at the spatial and

angular mesh points specified in the discrete

orginates transport prcoliem.
aiso subdivided into groups of finite wiath. Thus,

The energy domain 1is

Eq. (1) can be written as sums over discrete values;

+

~n
~—

c(;d,h)= Zzz R(FLEENI(MSL,E) L
E r 2

wnere J(V,%,8) = F{(/2

£) . dS is the current at
The function R(r,2,E,h)

o2

a6int 7 in the direction 2.
is tne detector response tnat relates the pulse
neight h observed for a single incident particle to
its point of entry v on theAfurFace of the detec-
tor, its angle of incidence &, ana its energy E.
Tne discrete nature of the angular flux impiies
that the rasponse function need be computed only
for tne discrete values at which ¥ is computed.
Tnis greatly reauces the computing effort required
0 aetarmine (or map) tne response function for a
given getector. Even s0, R(?,ﬁ,E,h) can still be a
depending especially on the
resoiution raguirea in tne =2nergy (£) and pulse-

very large matrix,

Tne anguiar ftlux spectra of
suosurtace gamma-ray transport

stiifze an @nergy struciure containing 255

(a]

iroups  ana requirs pulse-neignt  scectra having

£3-cnanngi Y

300-channel matrix is needed to describe the
raesponse of the detactor to gamma rays incident on
tne detector at a single point r with a single
angle of inciacencs 5.

Ciearly, then, certain

simplifying assumptions must be made if nign-
resolution, high-precision response function maps
are to be generated in reasonabie computer execu-
tion times.
Radiometric

detector

logging is performea in scurce/

geometries that frequently result in
radiation fielas that vary only slowly in magnituge
and direction over the detectcr surface. This is
true of airborne and surface surveys for which the
source is large comparec with the survey height.
In borehole logging, the variation in the ragiation
field is small for both centralizes ang siaewalled
gecmetries, proviced the ore-bearing formaticn is
large comparea with the detector length. However,
the radiation field can vary significantly in mag-
nitude and directicn over the cetector surface when
logging throuch thin,

particular, the polar cepengence ot the fiela can

ore-bearing zones. In
vary consiagerably as a function of aistance from
the ore zone.

A good approximaticn to the pulse-neight gis-
agbsarvea in  the logging

tribution geometries

describea agcove is given by

¢(F h) = zz zz R(T,0,8,E,h)
£ o g r
(3)

. ZZ 3(r,6,0,E) ,
p r

where tne first term 1is the effective detector
response Re(o=0C,E,h) for a given polar angle
of incidence 8=0, formeg Dby summing responsas
resulting from radiation incicent on the getector
surface at all points * ana azimuthal angles ¢.
The effective detecter response is computea at eacn
angie S for wnich the discrete orcinates code
proviges angular flux values. The seconc term 1S
an  2quivalent inc¢iaent curvent impincing on the

O

atector surface at points r from tag gire
p. IT
t

the averiy2 magnituas &

c
thnis equivalent current agegquataiy descrices

mathal  airection or
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yield acceptable estimates of the resulting oulse-

1eignt distribution. These assumptions are
critical to practical evaluation of Eq. {1). If a
separate detector response Tunction were required
2t all possible points of incidence F, angles of
incidence @ and ¢, ana radiation energy E, an
intractanle computer problem would result. A
tractaple soclution is ootained by assuming that tne
puise-heignt aistribution aepends strongly on only
€ and @, and is weakly dependent on p ana . Using
this scneme, the cetector response need be explic-
itly aeterminea for only £ and o, while an implicit
sum over r and ¢ is deemea sufficient to descripe
the detector response for geometries in which the r
and ¢ aependence of the incident particle current
is weak and can be replaced by an equivaient sum as
weii,

Accurate estimates of the effective detector
rasponses Re can be computed for cylindrically
symmatric detectors by mapping with broad par-

rallel ©oeams 1incident at the polar angles o_.

o
Detectors not having cylindricai symmetry will, in
general, axnigit significant variation in response
w1th the 1zimuthal angle of incidence. Since the
getactor response code GAMRES3 used in these
stuaies presently treats only getectors that are
right circular cylinders, we will rastrict the fol-
Towing discussicn to detectors hnaving that shape.
consigeration of detectors

naving other snapes

would entail mogification of both tne response
function code as well as the foiding Egq. (3) to
2xplicitly include the effects of aqetector azi-
mutnal response. in practice, the restriction o
cylindrical aetector geometry is of little concern,
sincz most detectors used for radiometric legging
ang surveys are rignt circular cylinagers.

The erfective detector rasponse Re{c=oC,E,n)
nas oeen computed for a 3-in. by 3-in. Nal crystal
using a broad paraliel beam of gamma rays incident
on the enad face of the crystal (0C=0°). That
rasponse function map is snown in Figs. 1 and 2,
which are tnree-gimensicnal perspective plots of
8oth plots use
iogaritnmic {case 10} response scales so that the

the energy vs pulse-heignt surface.

nign energies such as
tne first ana second

The folding expression in £q. (3) will be used
to cobtain estimates of the pulse-height aistribu-
tions observea in both the airborne ana subsurface
geometries. While other foloing techniques may
yiela more accurate estimates for certain geome-
tries ana aetectors, preliminary results inaicate
that Eq. (3) will yieia acequate pulse-height spec-
tra for the logging geometries of interest. Like-
wise, the use of a broaa parallel beam for response
function determination may be inferior to other
beam/detector configurations for certain aetector
sizes ana shapes. However, the agreement between
ccmputed and measured pulse-height spectra for the
airborne and subsurface geometries has been gooa in
the initial comparisons.

The scheme for calculating pulse-height ais-
tributians c(?d,n) using Eq. (3) 1is summarizea
schematically in Fig. 3. Tne one-aimensional ais-
crate ordinates transport code ONETRAN is usad to
compute the angular flux values ’V(?,E,E) for tne
logging geometry of interest, wnile tihe analogue
Monte Cario transport code GAMRES 1s used to deter-
mine the effective getector response
values of ¥(r,3,E) for different
Re(g=o,,E,n) for

<

Re{s=ec,E,h).
geometries and different
detectors are stored in separate files that serve
as input to the folging code ENFOLD. This code
performs the summations indicatea in £g. (3} to

determine the theoretical pulse-heignt aistribution
c(r.,n) for a given daetector iocation rg

Thus, tnis generalized procedure permits easy
caiculation of pulse-heignt spectra for gifferent
getectors (varying in type, shape, and size) anag
logging

geometry, composition, and size).

gifferent configurations {varying in

gxamples of pulse-neight distrioutions gener-
ated in this way are shown beiow. The flux spectra
¥(r = 0,E,n) observed at the center of an 11.43-cm
(4.5-in.) aiam, air-filled, wuncasea, inYinitsly
long borehole are shown in Figs. 4-5 tor a K, U,
and Th source spectrum, respectively. The source
was distriputea homogeneously 1n  the formation
(¢ =2.138 g/em, P =0.3, S =1.0)

the borenole and corresponaed tc a cry-weignt con-

surrounaing

centration of 16.48 per cent £, 4.3/-ppm U, ang
3.

13.4-ppm Tn, respectively. DPuise-neignt JisSiritu-

ticns opserved in a l-1,2-1in. Dy 7-in. Nal 1et2ctior

centared Coaxialiy in the Dorancie are 3nCwd in
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Fig. 1 The response function map calculated for a 7.62-cm-diam x 7.62-cm-long
(3-in. x 3-in.) cylindrical Nal scintillator for incident photons
having energies in the range of 15 keV to 2.94 keV. Both the energy

(E) and pulse-height (PH) axes are visible. Note that the response
axis is logarithmic (base 10).
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Fig. 2 The response function map of Fig. 1 viewed from a different perspec-
tive. The map has been rotated clockwise about the response axis
relative to Fig. 1.
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Fig. 3 Flowchart of method for calculating pulse-height distributicns.
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air-fillea, uncaseg, infinitely Tleng borencle. The btorzhole
surrounded by sandstone having & density o 2.14 g¢/cm®  and
dry-weight potassium concentraticn of 16.48 per cent.
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Fig. 5 Flux spectrum calculated for a uranium source ary-weight concentration
of 4.37 ppm. All parameters other than the source were identical to
those for Fig. 4.
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Figs. 7-3. The detector is inside a 2.25-in. o.d.
prope shell having a 1/8-in.-thick iron wall. The
formation and borehole parameters are identical to
those used to compute the flux spectra of Figs.,
4-6. These pulse-height spectra are written on a
disk file so that further processing of the spectra
can Dbe performed %o provice information on the
change in spectral shape caused by varying borencle
ana/or detector parametars.

The accuracy of the count rate calculation
The first
tiree tigures compare theorsetical pulse-height dis-
tributions with those observed in the K, U, and T

metnod is demonstrated in Figs. 10-13.

boreholie calibration models of the US Department of
The KUT
models are usea as standards for calibration of

Znergy (DOE) Grand Junction facility.
gamma-ray spectral laogging equipment.4 Each of

the tneoretical puise-neight distributions were
synthesized from the individual K, U, and Th spec-
tra of Figs. 7-9. Radioelement concentrations were
assignea to each model from ary-weight chemicai
assays performed on samples taken from each model.
These concentrations were used as weignting factors
in synthesizing the composite pulse-heignt spectra
of Figs. 10-12.

The calcutation simulated as closely as practi-
cadbie the calibration models, the logging probe,
ang tne Nal cetector contained in the prope. The
r3qicelements were assumed to Dbe homogeneously
distributea in the formation surrounding the bore-
hole. The pulse-height distributions were computed
and measured with the logging prope sidawalled.

The comparisons between theoretical and experi-
Tmental distributions

pulse-height presented in

Figs. 10-12 are apsolute. No normalization of the
theoretical count rate curves has been made. Thne
agrecnent petween tneory and experiment is gener-
ally very good. All tnree compariscns exhioit a
aiscrepancy at Tow pulse-height values caused vy
differencas in the nonlinearity of the experimental
Mal crystal ang¢ that assumea in the computer
mocel. Measurement of the actual nonlinearity
function for the getector crystal of interest and
use of tnis function in the computer mocel would
aiiminate tnis discrepancy in pulse-neignt scaling

catwesn Lne tneoretical anc axperimental aistriou-

Examination of Fig. 1C reveals that the K, U,
and Th grade assignments 1in the potassium moagel
are perhaps too low, assuming that the synthesizea
theoretical spectrum is accurate. The energy reso-
lution assumec for the Nal getector in the computer
model appears to be slightly greater than that of
the actual crystal, accounting for some of the gis-
crepancy between the pulse-height aistributions in
the 1.46-Mev ‘9% peak.

The agreement Getween tne theoretical and
experiment pulse-height distributions is best for
the uranium model. The computed distribution pre-
dicts tne response to better than 5 per cent for
the 1.765-MeV peak of the uranium series. The
divergence of the curves for pulse heights greater
than about 2.6 MeY is due to the presence of an LED
gain stabilization peak in the experimental spec-
trum, which, of course, is not simulated 1in the
computer model.

The thorium model yielaed the greatest gis-
crepancy between theoretical and experimental spec-
tra. The small disagreement for the 2.515-Me¥Y peak
of the thorium series is aue, cnce again, to tne
slightly larger value of detector energy resolution
assumea in the computer model. The apparent ais-
crepancies near 1.1, 1.3, and 1.8 MeV correlate
strongly with the occurrence of Jines in the ura-
nium series. This implies that the wuranium con-
centration assumed in the caiculation was too low,
given that the computer mogel accurately preaicts
the response to tnhe uranium series (as ademonstrated
in Fig. 1ll). These results serve to iliustrate tne
usefulness of the count rate calculation metnos as
an aid in assigning radiocelement concentrations to
calibration models in a self-consistent manner,

The comparisons of theoretical vs experimental
pulse-height aistributicns shown in Figs. 10-12 are
probanly not the optimal way to evaluate the accu-
racy of tne calculated spectra. Subtle agifferences
in cetector energy resolution and noniinearity
between the actual detector ana tne simulaticn make
precise comparison of the puise-height spectra aif-
ficult at best. Tnese problems can dDe mitigated oy
comparing window count rates ratner than channel
count rates, since the former itand Lo average out
small wvariations in  tne

puise-neignt  specira

resulting from aifferences cetwaen the actual! :ng

ar
simuiated getector resolution anag noniinearity.
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Fig. 7 Thecretical pulse-height spectrum for a 3.8l-cm-giam x 17.78-cm-iong
(1-1/2 in. x 7-in.) Nal detector centered coaxially in a 1l.42-cm-diam
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(4-1/2-in.-diam), air-filled, uncased borehole.
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Pulse-height spectrum computed for a thorium scurce dry-weight concen-

tration of 13.4 ppm. All parameters other than the source were iden-
tical to those of Fig. 7.
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Fig. 11 Comparison between theoretical and experimental pulse-height gistribu-
tions cbserved in the DQ0E Grand Junction U model. As in Fig. 10, the
comparison is between absolute count rates, that is, no normalization
has been performed on the count-rate values.
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A compariscn Detween theorstical and experi-

13 for

The exparimen-
5

is shown
togging.
taken

mental window count rates in Fig.

aerial gamma-ray spectral

tal window sensitivities were by Lovoorg

with a 3-in. by 3-in. Nal cetector on the concrete
calibration pags constructed at Riso National Labo-~
ratory in Denmark. The pads contain known K, U,
and Th concentrations with tne U anda Th in secular
aguilibrium witn their gaughters. The detector was
placed on the surface of the pads for data taking.
The computer moael simulated the actual phnysical
configuration as closely as possible.
the 3-1in.

with regard to

In partic-

ular, by 3-in. Nal getector was modeled

well energy rasolution and pulse-

height nonlinearity.

The theoretical KUT window sensitivities agree

very well witn tne experimental values. The

coorest agreement occurs for the thorium sensi-

tivity, where the theoretical value is 7.7 per cent
Data
(but as yet unpublisned)

smalier than the experimental value. taken

more recently by Lovoorg
in a worldwide round rodin study at many calibra-

ticn facilities, suggests tnat a sensitivity of

about 3.31 for potassium ang 0.125 for thorium are
If tnhis then

more accurate average values. is so,

the agreement Dbetween the tneoretical

ana experi-

mental sensitivitias improves to about 2.1 per cent

for potassium,

1.4 per cent for uranium, ang 4.0

per cent tor thorium.

REFERENCES
1. T. R. Hill, "“ONETRAN: A Discrete {rdinatas
Finite £lament Coae for the Soiution of tne

12

One-Dimensional Multigroup Transport Eguation,"
Los Alamos National Laboratory report
LA~5590-MS {June 1975).

K. D. Lathrop and F. W. Brinkley, "TWOTRAN II:
An Interfaced, Exportable Version of the TWOTRAN
Code for Two-Dimensional Transport," Los Aiamos
National Laboratory report [A-4848-MS (July
1973).

M. L. Evans, "NDA Technotogy for Uranium
Resource Evaluation," Los Alamos National
Laporatory report LA-gY96-PR {Octoocer 1977},
24-32.

and Hiiton 8.
Data

M. A. Mathews, Cari. J. Koizumi,
Evans, "DOE-Grana Junction Logging Moael
Synopsis,” DOE report GJBX-~-76(78j.

L. Lovoorg, L. Botter-Jensen, P. Kirkegaarad, and
£. M. Christiansen, Nucl. Instru. and Metn.,
167 (1973), 341.



KUT Window Sensitivities

Airborne Geometry

Sx Su Sr
(cnts/s/%k) (cnts/s/ppmU) (ents/s/ppmTh)
Experiment
(Lovborg) 317 0.288 0.130
Theory
(Evans) 3.38 0.284 0.120

Fig. 13 Ccmparison of theoretical vs experimental KUT window sensitivities for
aerial gamma-ray spectrometric surveys.
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Spatial Deconvolution for Spectral Gamma-Ray Logging
David C. Stromswold
Robert D. Wilson
Bendix Field Engineering Corporation

Grand Junction, Colorado 81502

The process of logging a formation often provides an inaccurate represen—
tation of the spatial distribution of radioactive materials, especially when
the formation contains thin zones of ore. The log shows a general representa-
tion of the ore's distribution, but sharp zone changes are washed out and
appear on the log as gradual transitions. The data can be deconvolved
spatially to produce a better representation of the formation if the respounse
of the detector to thin zones is known. This response can be measured
directly in calibration models such as the thin-bed models, or it can be
calculated from logging data collected in thick-zone models which have a sharp
transition between an ore zone and a barren zone.

Two techniques for spatially deconvolving gamma-ray logs have been used:
GAMLOG, which deconvolves using a series of half-foot weighting coefficients,
and the inverse digital filter based on an exponential fall-off of the signal
from thin zones. Data were collected in the calibration models to determine
spatial deconvolution parameters for a l.5-inch x 12-inch Nal detector and a
filtered l-inch x 6—inch Nal detector in a 2.l-inch diameter probe having a
0.l-inch-thick steel wall.

GAMLOG

In the GAMLOG technique (Scott, 1963), an iterative procedure is used to
calculate a series of 0.5-foot-thick anomalies. Weighting factors for 0.5-foot
intervals comprise a symmetric 5-point filter which is passed over the
logging data to sharpen the log's transitions between zones of differing ore
grades. The weighting factors can be determined experimentally for the
uranium energy window using the 90° bed of the thin-bed calibration model.
The simulated half-foot anomaly needed for GAMLOG can be obtained from the
2-inch-thick zone data from the thin-bed model by summing logging data from
three adjacent 2-inch zones. When this was done for a l.5-inch x 12-inch
detector, the data in Figure 1 were obtained for a simulated half-foot
anomaly. The data in the figure have already had background subtracted as
determined in the barren portion of the model far from the ore zone. The
curve drawn through the data is a visual fit to the points. GAMLOG weighting
coefficients can be determined from the relative counting rates at 0.5-foot
intervals from the peak at the center of the simulated ore zone. Resulting
coefficients are listed in Table 1 for the case with the borehole dry and
water filled (as in Figure 1). Weighting coefficients are also listed for the
filtered l-inch x 6—inch detector with the borehole dry. Notice that the
coefficients for the l-inch x 6-inch detector fall off more rapidly from the
center value than do the ones for the 1.5-inch x 12-inch detector. This is in
agreement with expectations that a long detector will have a more spread out
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spatial response to a thin zone than will a short detector. The addition of
water to the 4.5-inch borehole had little effect on the weighting coefficients
for the l.5-inch x 12-inch detector.

Table 1. GAMLOG Weighting Coefficients for Uranium Window.

Hole Distance (feet)
Detector (4.5-inch) 0.0 0.5 1.0 1.5
1.5 x 12 Dry 1.000 0.570 0.108 0.020
1.5 x 12 Wet 1.000 0.573 0.105 0.018
1x6 Dry 1.000 0.365 0.060 0.010
filtered

The coefficients in Table 1 must be normalized to their sum so that they
do not affect the grade-thickness product of the log. For example, the values
for the 1.5-inch x 12~inch detector in the dry hole must be divided by
1.000 + 2(0.570) + 2(0.108) + 2(0.0290) = 2.396 to obtain proper normalization.
In addition, the coefficients listed are only for the uranium energy window,
but in the absence of thin-bed models for determining weighting coefficients
for potassium and thorium, the values in Table 1 are assumed to be approxi-
mately correct for K and Th also.

Inverse Filter

A second method of spatially deconvolving gamma-ray logs is the inverse
digital filter technique (Conaway and Killeen, 1978). This is a noniterative
method which assumes that the respouse of a point-sized detector to an infini-
tesimally thin zone is the double-sided exponential

I(2) =-% exp(—aiz[)

The constant alpha (o) depends on several factors including borehole diameter
and fluid content. The inverse filter used to deconvolve a gamma-ray log con-
sists of three coefficients:

-1 1+ 2 -1
(abz) < ? (adz)“ 2 (arz) <

where Az is the digital sampling interval along the borehole.

Values of alpha can te determined from thin-zone models directly or by
differentiating the count rates obtained from loggzing an interface between
thick zoues of a model having a large grade difference. The differentiation
produces a hypothetical count rate profile that would be observed from an
infinitesimally thin ore zone located at the interface between the two thick
zones. When the profile is plotted on semilogarithmic paper, the slope of the
curve gives the value of alpha (Conaway, 1980).

Data from the thin-bed model were used to determine alpha for the 1.5-
inch x 12-inch and filtered, l-inch x 6-inch detectors. fter plotring back-
ground subtracted count rates on a semilogarithmic graph, the data which fell
along straight lines were entered in an exponential curve fitting routine to



determine alpha. 1In this way, tails of the curves which departed from an
exponential relationship were avoided, and possibly better values of alpha
were obtained than would have been determined from strictly graphical methods.
Resulting values of alpha are given in Table 2 for the uranium energy window,
In the absence of suitable thin-bed models for X and Th, these same values are
assumed to be correct for K and Th also.

Table 2. Alpha Parameters from Thin-Bed Model
Hole Alpha
Detector (4.5-inch) in-1 cm—1
1.5 x 12 Dry 0.286 0.113
1.5 x 12 Wet 0.297 0.117
1x6 Dry 0.299 0.118
filtered

The variation of alpha with hole diameter was determined from data col-
lected in the D Model using a l.5-inch x 7-inch NaI(T{) detector in a
2.6-inch-diameter probe having a O.l-inch-thick steel shell. Logging data
were collected across the ore zone/barren zoune interface in holes of diameter
3 to 11 inches for both dry and water-filled conditions. The values of alpha
obtained are given in Table 3 and plotted in Figure 2. At small hole
diameters (4.5 inches and less), the alphas show little significant difference
between the wet and dry holes. However, for the larger holes, alpha is
distinctly smaller when the holes are dry. The smaller alphas imply that the
signal from a thin zone falls off less rapidly in air than it does in water.
The decreased fall off in air is reasonable from attenuation considerations
applied to gamma-ray propagation through the air or water of the borehole.

Table 3. Alpha Parameters for 1.5-inch x 7-inch Nal Detector.
Hole Diameter Alpha (in-1) Alpha (cm-l)
(inches) dry wet dry wet
3 0.338 0.346 0.133 0.136
4.5 0.298 0.301 0.117 0.118
6 0.261 0.276 0.103 0.109
9 0.214 0.262 0.084 0.103
11 0.196 0.244 0.077 0.096
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EXPERIMENTAL SPATIAL DECONVOLUTION
PARAMETERS FOR GROSS GAMMA-RAY LOGGING
David C. Stromswold

Bendix Field Engineering Corporation

The process of obtaining a gamma-ray log of a formation often provides an
inaccurate representation of the spatial distribution of radicactive
materials, especially when the formation contains thin zones of ore. The log
shows a general representation of the ore's distribution, but sharp zone
changes are washed out and appear on the log as gradual transitions. The
logging speed, gamma-ray path length through the formation, and the length of
the detector contribute to the creation of the gradual transitions rather than
the sharp boundaries which may actually be present. This smearing does not
affect the total grade-thickness product, but it is often desirable to know
the grades and thicknesses of the ore layers separately.

The logging data can be deconvolved spatially to produce a better
representation of the formation if the response of the detector to thin zones
is known. This response can be measured directly in calibration models such
as the Grand Junction thin-bed models, or it can be calculated from logging
data collected in other models where there is a sharp transition between a
thick ore zone and a thick barren zone. The calculational approach with thick
zones was chosen for this study because a variety of hole diameters was
desired and the gross gamma-ray water—factor model provided the necessary hole
diameters.

GAMLOG Parameters

Two techniques for spatially deconvolving gamma-ray logs are used in the
uranium exploration industrv. The first one 1is the iterative procedure usad
in the program GAMLOG to resolve a series of half-foot concentration
anomalies. In thils technique, weighting factors are determined for half-foot
intervals from a hypothetical anomaly which is 0.5-foot thick and within which
the radioelemental concentration is uniform. These weighting factors comprise
a symmetric five—point filter which is passed over the original logging data
to sharpen the log's transitions between zones of differing ore grades.

The weighting factors can be determined experimentally by logging through
an ore zone/barren zone interface in a calibration model. The response of the
probe to a hypothetical half-foot anomaly positioned at the interface between
the two thick zones can be calculated from the logging data by subtracting
count rates separated by half-foot intervals in the original log (Scott,
1963). When the count rate differences are plotted, a curve is obtained which
peaks at the location of the interface and falls off on each side. From the
magnitude of the curve at the peak and at successive half-foot intervals on
each side of the peak, the weighting factors are obtained. For ease of
comparison, the weighting factor for the peak is generally assigned the value
1.00 and the other weighting factors are expressed as fractions of this peak
height (e.g., 0.28 for the 0.5-foot points, 0.04 for the 1.0-foot points, and
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0.01 for the l.5-foot points). When the weighting factors are applied to
logging data, they are normalized to give a total weight of unity so that the
grade-thickness product is not disturbed. Thus each weighting factor is
divided by the sum of all the weighting factors [e.g., they are divided by
1.00 + 2(0.28) + 2(0.04) + 2(0.01) = 1.66]. This division will not be
included in the results presented here, however, because it complicates
comparison of weighting factors determined for different borehole conditions.

Weighting factors have been determined for the filtered Bendix probe
using the method described above. [This probe has an outside diameter of 2.4
inches, and it contains a 1.25 x 1.75-inch filtered NaI(Tl) detector.]
Logging data were collected with the probe sidewalled in three different
diameter holes of the gross—gamma water-factor model. A plot of the count
rates obtained in the dry 4.5-inch diameter hole is shown in Figure 1 as an
example of the data. The corresponding simulated half-foot anomalies obtained
by subtracting count rates at half-foot intervals are shown in Figure 2. In
that figure the peak on the left represents a half-foot thick anomaly
positioned at the interface between the ore zone and the upper barren zone;
the peak on the right represents a half-foot thick anomaly at the interface
between the ore zone and the lower barren zone. Note that the curve in the
center region between the two peaks is not well defined because of the large
scattering of the points. The scattering there is due to the large
uncertainty obtained from subtracting high count rates which are almost the
same in magnitude through the center region of the model.

Weighting factors calculated from the barren zone portions of the
count~rate difference curves are given in Table 1. The weighting factors
increase as the hole diameters increase because the gamma rays travel farther
through the borehole than they would through the concrete of the model. The
increased penetration distance results in a greater percentage of the gamma
rays reaching the detector when it is far from the anomaly. For the 4.5-inch
hole, the same values for the weighting factors were obtained for both dry and
wet holes due to the uncertanity in the experimental results. Ideally, the
weighting factors should have been slightly smaller for the wet hole due to
the decreased range of the gamma rays through water.

Table 1. Weighting Factors for Filtered Bendix Probe

Hole Diameter Weighting Factors*
(inches) Hole Condition 0.0 ft 0.5 ft 1.0 ft 1.5 ft
4.5 Dry 1.00 0.28 0.04 0.01
4.5 Wet 1.00 0.28 0.04 0.01
6.6 Wet 1.00 0.30 0.05 0.01
8.6 Wet 1.00 0.31 0.06 0.01

*Estimated uncertainty in weighting factors is +0.01.

Weighting factors were also determined for the Century 9055 probe
(1.8~inch outside diameter, unfiltered 0.875 x 4-inch Nal detector). They are
presented in Table 2 for the probe sidewalled in holes of diameter 2.4 inches
to 8.6 inces in both dry and water-filled conditions. For dry holes the
0.5-foot weighting factors vary from 0.27 for the 2.4-inch hole to 0.41 for
the 8.6-inch hole. This is a 47 percent variation when compared to the value

[ ]
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for the 4.5-inch hole. The same weighting factor varies by 38 percent when
the holes are filled with water. The greater variation in the air-filled
holes 1s explained by the increased range of the gamma-rays through air.

Table 2. Weighting Factors for Century

Model #9055 Probe

Hole Diameter Hole Weighting Factors®*
(inches) Condition 0.0 ft 0.5 ft 1.0 ft 1.5 ft
2.4 Dry 1.00 0.27 0.04 0.00
2.4 Wet 1.00 0.27 0.03 0.01
4.5 Dry 1.00 0.30 0.05 0.01
4.5 Wet 1.00 0.29 0.05 0.01
6.6 Dry 1.00 0.38 0.09 0.02
6.6 Wet 1.00 0.33 0.06 0.01
8.6 Dry 1.00 0.41 0.11 0.03
8.6 Wet 1.00 0.38 0.08 0.02

*Estimated uncertainty in weighting factors is +0.01.

Inverse Filter Alpha Parameters

A second method for spatially deconvolving gamma-ray logs is the inverse
filter technique espoused by Conaway and Killeen (1978) of the Geophysical
Survey of Canada. This is a non—-iterative technique that assumes the response
of a point-sized detector to an infinitesimally thin zone is the double-sided
exponential

I(z) = %- exp(-alz|) (1)

The constant alpha (o) depends on several factors including btorehole diameter
and fluid content, and z is the distance of the detector from the thin zone.

Values of alpha can be determined from thin-zone models directly or from
differentiating the count rates obtained from logging an interface between two
thick zones of a model. The differentiation produces a hypothetical count
rate profile that would be observed from an infinitesmally thin ore zone
located at the interface between the two thick zones. When the profile is
plotted on semilogarithmic paper, the slope of the curve gives the value of
alpha (Conaway, 1980).

In the present experiments, the values of alpha were obtained by first
plotting the differential count rates on semilogarthmic graphs and then
selecting the data which fell along straight lines in the barren zone for
entry into an exponential curve fitting routine to determine alpha. 1In this
way, tails of the curves which departed from an exponential relationship were
avoided, and better values of alpha were obtained than could be determined
from strictly graphical methods. The results for the filtered Beudix probe
sidewalled in the gross gamma-rav water model are shown in Table 3 for hole
diameters from 4.5 inches to 8.6 inches. For water-filled holes, the value o
alpha decreased from 0.31-inch™} to 0.27-inch™! as the hole diameter

rn



increased from 4.5 inches to 8.6 inches. This corresponds to a 13 percent
change in alpha as a function of water—filled hole size. The smaller values
of alpha mean that the gamma-rays are less attenuated in the larger diameter
water filled holes. This is reasonable because the gamma-rays will travel
farther through water than through the concrete of the calibration model.
Only the 4.5-inch hole was logged dry, and a value of 0.29-inch™l was
obtained for alpha. The decrease in alpha from 0.31-inch™! for the same
hole filled with water is again consistent with attenuation differences for
gamma rays in air and in water.

Table 3. Alpha Parameters for Filtered Bendix Probe.

Hole Diameter (inches) Hole Condition Alpha (inch'l)
4.5 Dry 0.29
4.5 Wet 0.31
6.6 Wet 0.30
8.6 Wet 0.27

Values of alpha were also determined for the Century 9055 probe side-
walled in the gross gamma water model, and they are given in Table 4. Both
dry and water—filled holes of diameter 2.4 inches to 8.6 inches were used.
Over this range of diameters, alpha varied from 0.34-inch™! to 0.23-inch™!
in the dry holes and from 0.34-inch™! to 0.27-inch™! in the water-filled
holes. These values correspond to 37 percent and 22 percent variations for
the dry and water-filled holes, respectively, as compared to the alphas for
the standard 4.5-inch hole. Alpha for the Century probe changes more rapidly
with hole size than it does for the Bendix probe. This is due to the
unfiltered condition of the Century probe. The absence of a filter makes a
probe more sensitive to the low energy gamma-rays which are strongly
influenced by borehole conditions. The filter in the Bendix probe removes
most of the low energy gamma-rays, and changes in that part of the spectrum do
not affect the observed count rates strongly.

Table 4. Alpha Parameters for Century Probe.

Hole Diameter (inches) Hole Condition Alpha (inch—l)
2.4 Dry 0.34
2.4 Wet 0.34
4.5 Dry 0.30
4.5 Wet 0.32
6.6 Dry 0.24
6.6 Wet 0.29
8.6 Dry 0.23
8.6 Wet 0.27
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SPATIAL DECONVOLUTION APPLIED TO GAMMA RAY LOGGING: A REVIEW

John G. Conaway
McPhar Geophysics

‘Introduction and Background

Ideally, we would like gamma ray logs to give exact information
regarding the quantity and distribution of radioactive material (say,
uranium ore) with depth along a borehole. In this ideal gamma ray
log, radiation itensity I would be exactly proportional to the radio-
element concentration or grade G at any given depth, or G = KI where K
is the system calibration constant or K=factor. In practice, many
factors interfere with this ideal, and distort the shape of the log.
Data processing techniques of several types can be used to reduce this
distortion, thereby causing the proces;ed gamma ray log to approach the
desired ideal. These techniques as a group can be termed spatial
deconvolution techniques.

Among the factors which limit spatial resolution in gamma ray logs
are the effect of the analog ratemeter time constant (for analog systems),
the effect of detector length, and the effect of borehole parameters
including diameter, casing, and fluid. In general, the most significant
distortion results from the fact that the gamma rays from a radiocactive
zone obviously are not constrained to travel in that zome, but, in fact,
propagate in all directions; solid rock is translucent to gamma rays.
Thus, a thin radioactive zone perpendicular to the borehole (Figure 1la)
does not cause a sharp anomaly as shown in Figure 1b, but rather a

smeared anomaly spread over perhaps 1 - 2 m perpendicular to the thin



-2 -

zone (Figure lc). This smeared anomaly may be called the geologic
impulse response, a term meant to indicate that the smearing is
unavoidably inherent in the physical situation, and is not a result
of instrument deficiencies or other external effects. The geologic
impulse response is a function of gamma ray energy, and formation
parameters such as density, fluid content, and equivalent atomic
number

The relationship between radioelement distribution and gamma ray
log response has been considered theoretically and experimentally by
a number of authors. Suppe (1957) summarized the Russian effort to
that date. Further work by Suppe and Khaykovich (1960) and Davydov (1970)
laid the foundation for the concept of the geologic impulse response,
which was introduced by Conaway and Killeen (1978a). 1In addition,
Davydov proposed an inversion (spatial deconvolution) scheme which, with
some modification, has proven quite useful in dealing with the geologic
impulse response. Roesler (1965) applied gamma ray logging for making

quantitative determinations of K.0 in East German potash deposits. His

2
work is notable especially for his consideration of the relationship
between detector length and spatial resolution; Roesler did not suggest
a solution for this problem. J.A. Czubek has expended considerable
effort over the course of his career on describing theoretically the
shape of gamma ray anomalies (Czubek, 1961; 1962; 1969) and on the
spatial deconvolution problem (Czubek, 1971; 1972). Jonas (1975)

attempted to apply some of Czubek's numerical deconvolution techniques,
P PPly q

however, Czubek and Zorski (1976) report that Jonas applied the
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techniques incorrectly. Jonas has certainly not been alone in his
problems in applying Czubek's interpretation techniques. The level

of knowledge in nuclear theory and mathematics required to follow much
of Czubek's important work in nuclear logging is unfortunately beyond
the experience of the majority of applied geophysicists.

In North America, parallel effort has lead to other numerical
interpretation techniques for gamma ray logs. In particular, Scott
et al (1961) demonstrated that, although the expression G = KI is not
valid for unprocessed gamma ray logs, under ideal conditions the
average gradela over a complete gamma log anomaly having area A (from
background to background) can be computed from G = KA/T where T is the
total thickness of the radiocactive zone, and K is the same calibration
factor described earlier. Scott (1962) and Scott (1963) presented a
computer program which was designed to improve the accuracy of gamma
ray logs for determining the distribution of radioactive material.
This was the well-known GAMLOG program, which represented the earliest
application of spatial deconvolution to gamma logs.

GAMLOG, which is still in widespread use today, uses an iterative
approach to the problem of improving the accuracy and resolution of
gamma ray logs. The response of the logging system to a thin zome of
radioactive material is first determined using data from model boreholes,
Given that the equation G = KA/T is valid, then the anomaly resulting
from any complex sequence of radioactive zones is simply the sum of
the anomalies resulting from the individual zones. The experimentally

determined thin zone response function is applied to the raw field log
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and the result fed back in the form of an error signal. This process
continues iteratively until the desired degree of improvement occurs,
or until the practical limit imposed by noise is reached.

Through the efforts of the MIT Geophysical Analysis Group and
others in the 1950's and 1960's, digital time series analysis was
established as a powerful group of related techniques for the analysis
of data gathered sequentially in time or space. In geophysics these
techniques are associated largely with seismology, although they are
equally applicable in other areas, including borehole logging. Drawing
upon these techniques, and the work by Czubek (1971), Davydov (1970), and
Suppe and Khaykovich (1960) mentioned earlier, Conaway and Killeen (1978a)
considered separately the effects of the geologic impulse response,
detector length, ratemeter time constant (analog systems) and sampling
interval (digital systems). That paper also contained a number of
computer—-simulated gamma ray logs illustrating these effects both in
the ideal case and in the presence of statistical noise (unavoidable in
nuclear logging), using a combined inverse filter (spatial deconvolution)
and smoothing technique.

Conaway and Killeen (1978b) compared the inverse filter technique
(Conaway and Killeen, 1978a) with Scott's iterative technique (Scott, 1963).
Theoretically the two techniques give identical results in the ideal case.
In practice,slight differences between the processed logs result from
unavoidable approximations made in applying both techniques. Inverse
filtering has the advantage that it requires only on the order of 37 as

much computer time as iteration. In addition, whereas iterative
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processing requires that an entire log (or at least a complete anomaly)
be available to the computer before processing can begin, inverse
filtering is a one-pass sequential operation and thus can be applied

in real time during the logging operation, given suitable equipment.

The System Response Function

The log which is produced by a given logging system in the
vicinity of a thin zone ("spatial impulse') of radioactive material
perpendicular to the borehole is called the system impulse response,
or the system respcnse function. In an infinitesimally thin borehole
using a point detector the system response function ¢(z)would generally
resemble Figure lc, and could be approximated by the equation

o - ool

(1)

as given by Davydov (1970) based on Suppe and Khaykovich (1960). Here
z is depth along the borehole and o is a parameter referred to as the
shape constant.

Equation (1) describes a double-sided expomnential, which has a
corresponding simple exact digital inverse filter (Conaway, 1980a). The
beauty of this equation for this application is in its simplicity. By
determining the behavior of o under various conditions, the exact
inverse filter is adapted easily to changing conditions. Moreover,
under favorable conditions o may be determined directly from field logs
(Conaway, 1980b), thus providing a check on values arrived at by other

means (model boreholes and theoretical studies).
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Under the conditions considered by Scott et al (1961) in their
derivation of the relationship G = KA/T, gamma ray logs obey the
principle of superposition. This means that various distorting effects
may be removed from the data separately, and in any order (at least to
the limit that they may be removed at all). Thus, it is not necessary
that the system response function correspond precisely with equation
(1). In general, the radiation intensity outside of the radiocactive
zone will die away essentially exponentially with distance. This is a
sufficient condition to use the inverse filter based on equation (1).
After application of this filter, some residual distortion will exist
in the log near the radiocactive zone, the extent depending on borehole
diameter, detector size, ratemeter time constant, etc. These may also

be considered individually.

Variations in the Shape Constant

The shape constant o in equation (1) provides a simplified means
of studying the effects of borehole, formation, and instrumental para-
meters on the shape of the system response function. Such effects have
been considered by many authors including Czubek (1961; 1966; 1969;
1971; 1972), Rhodes and Mott (1966), McDonald and Palmatier (1969),
Davydov (1$70), Conaway and Killeen (1978a), Conaway (1979, 1980a, 1980b,
1981), and Conaway et al (1979, 1980). Other work by BFEC and LASL
(e.g. Wilson, 1979; Stromswold, 1979) will be reviewed separately by

those groups in these proceedings.
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An increase in the value of o indicates’a more rapid decrease in

radiation intensity with distance from the radioactive zone. This

condition may, in general, be brought about by :

(a)

(d)

(c)

(d)

(e)

(£)

(g)

(h)

An increase in formation density.

An increase in pore fluid density (e.g. from air to water).

A decrease in dip angle between the radioactive zone and

the normal to the borehole (until perpendicularity or 0° dip).
An increase in borehole fluid density (e.g. from air to
water to heavy mud).

A decrease in borehole diameter (allowing proportionately
less radiation to travel in the borehole).

An increase in the equivalent atomic number Zeq of the
formation.

Restriction of the detected gamma rays to unscattered photons
(e.g. the 1.76 MeVZlABi window of uranium),

For unscattered gamma rays, a decrease in the energy of the

spectral discrimination window.

The reader is referred to the abovementioned works for further

information on these factors.

Conclusions

Improving the accuracy of gamma ray logs for quantitative radio-

element determinations may be achieved by several spatial deconvolution

techniques.

These techniques have resulted from research in a number
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of countries over a period of more than 20 years. Appropriate choice
of equipment, logging technique, and data processing can produce a
log with markedly better accuracy and spatial resolution than normally

obtained.
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Abstract

The response of a gamma ray logging svstem to a thin zone of radioactive material depends on a

number of instrumental, borehole, and formation parameters.

This paper considers the effects of

borehole diameter, borehole fluid, and casing thickness on the shape of the system response function
and the area beneath it in total-count gamma ray legging.

Introduction

The noise-free response of a gamma ray logging system
to a thin zone of radicactive material perpendicular to the
borehole is called the system response function. The shape
and amplitudes of the gamma ray log from a borehole are
determined by the ore distribution and the system response
function; thus, successful quantitative interpretation of the
log depends on a knowledge of the form of the system
response function. The shape and area of this function
depend on many instrumental, formation, and borehole
parameters. In this paper we consider the effects of three
borehole parameters: borehole diameter (over the range from
9-33 ¢m), borehole fluid (air or water), and casing thickness
(from 1.6-12.7 mm steel casing). The results presented here
are based on tests in the borehole calibration models located
at the U.S. Department of Energy radiometric calibration
facilities at Grand Junction Colorado (Mathews et al., 1973).

Theoretical Background

The theoretical basis for quantitative interpretation of
gamma ray logs is given by the equation

GT = KA (1)

L)

(Scott etal., 1961). Here, A Is the area beneath a given
anomaly on the gamma ray log, T is the thickness of the
radioactive zone causing the anomaly, G is the average
radioelement concentration or grade over that thickness, and
K is the constant of proportionality. Equation (1) assumes
that the system is linear (i.e. follows the principie of super-
position). The constant K is generaily determined in model
calibration boreholes under standard conditions of casing
thickness, borehole diameter, and borehole fluid. If these
conditions are different in the field than in the model, the
sensitivity of the system to a given radioelement may change.
requiring a compensating change in K (usually applied in
the form of separate correction factors, e.g. Dodd and
Eschliman, 1972).

The validity of equation (1) is independent of the shape
of the system response function. However, if the gamma ray
log is to be deconvolved to produce a record of radioelement
concentration as a function of depth (e.g. Scott, 1963;
Conaway and Killeen, 1978) then the shape of the system
response function must be known at least approximately so
that an appropriate deconvolution operator can be derived.

A digital inverse filter for deconvolution of gamma ray
logs has been given by Conaway and Killeen (1978) based on
earlier work by Suppe and Khaikovich (196G), Davydov (1979).

and Czubek (1971) wherein the noise-free response ¢ (z) of a
point detector to a thin zone of radioactive material at
depth z = 0 was approximated bv
-a 2

(b(l) |Zl ( )
where o Is a constant for a given set of instrument. borehole.
and formation parameters. The inverse filter coefficients are
given by

1
<_ @az)? Iagziz faAz ) (3)
where Az is the sampling interval along the borehole.

A simple method for determining o which 1s valid in
either model or field boreholes has been discussed by
Conaway (in press). All that is required is a digital log across
an interface between a barren zone and an ore zone, where
the barren zone is essentially homogeneous over a distance of
perhaps 1.5-2 m away from the interface (Fig. 6.1a). It 1s not
necessary that the ore zone be homogeneous or infinitely
thick. The constant (except for statistical noise) '‘background’
radiation intensity In the barren zone is subtracted from each
discrete value, and the resulting data are plotted as the
natural logarithm of the count rates (‘background' corrected)
as a function of depth (Fig. 6.ib). The desired value
of ais the slope on this plot of the linear anomaly flank
outside of the ore zone. This technique 1s more difficult 1o
apply to data from an analog logging system because of the
distortion introduced by the analog ratemeter (Conaway, in
press). This semi-log slope technique for determining a is use-
ful for studying the behavior of the system response function
as a function of borehole diameter, borehole fluid, and casing
thickness, and will be used in subsequent sections of this
paper.

Steel Casing

Figure 6.2a shows a plot of gamma ray intensity as a
function of depth measured in a model borehole containing a
1.5 m thick 'ore' zone between two barren zones, for no
casing and for six thicknesses of steel casing (1.6, 3.2, 4.8,
6.4, 9.5, and 12.7 mm). The borehole is water fiiled and
11.4 cm in diameter. All of the curves have been normalized
so that their areas are equal, for comparison; this has no
effect on the computed value of a. The digital samphling
interval Az = 3 ¢m, logging velocity v = 0.3 m/min, and the
detector is 25x75mm NallTl) with the lower energy
threshold of the instrument set at 100 keV,
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(a) Measured total count (T.C.) gamma
ray response across a barren zone/ore
zone interface.

(b) Natural logarithm of data in
Figure 6.1(a) (background subtracted)

plotted against depth. Units of carecm *
Figure 6.1.
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Figure 6.3. Plot of a as a function of steel casing thickness
based on data shown in Figure 6.2b. The straight line through
the experimental points is not meant to imply that the data
follow a linear pattern; statistical scatter is too large to

determine this reliably.
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{a) Seven lags through a model ore zone with different thicknesses of steel casing,
as described in text. '
(b) Semi-log plot of the data shown in Figure 6.2.a, background subtracted.

All areas have been normalized to a constant value.

Figure 6.2.
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Figure 6.4. Plot of anomaly area as a function of steel
casing thickness, normalized to a value of 1 for no casing.
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(a) Five logs through a model ore zone in uncased water-
filled boreholes of different diameters, as described in text.
All areas have been normalized to a constant value.

the data

(b) Semi-log plot of shown in Figure 6.5a,

background subtracted.
Figure 6.5.
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(a) Five logs through a model ore zone in uncased air-filled
boreholes of different diameters. as described in text. All
areas have been normalized to a constant value.

(b) Semi-log plot of the data shown in

background subtracted.

Figure 6.6a,

Figure 6.6.

It is clear from Figure 6.2a that the casing has little
effect on the shape of the log. Subtracting the background
and plotting the natural logarithm as described above gives
Figure 6.2b. In spite of considerable statistical noise outside
of the ore zone in this figure, some divergence of the curves
can be seen as distance from the ore zone Increases.
Figure 6.3 shows a piot of a as @ function of casing thickness
based on a least-squares fit on the linear portion of the
anomaly flanks in Figure 6.2b, over the range from 6-36 cm
outside of the ore zone, on both sides.

Figure 6.4 shows the effect of casing on the total area
of the anomalv, normalized to | for no casing. The inverse of
this curve would give muitiplicative casing correction factors

which can be applied to gamma ray curves with different
casing thickness. It should be emphasized that Figures 6.3
and 6.4 are dependent upon instrumental characteristics, and
correction factors should be individually determined for each
probe and logging system.

Borehole Diameter and Fluid

The effect of borehole diameter on a has been discussed
by Suppe and Khaikovich (196G) and Davydov (1970) based on
experimental results, and by Czubek (1971) based on an
analytical expression for the point detector system response
function. The data given in the present paper were obtained
in five water-filled model boreholes of different diameters
(8.9, 11.4, 17.8, 22.9 and 33 cm) through the same 1.5 m thick
ore zone (Figure 6.5a). In all cases the borehole probe was
kept in contact with the borehole wall throughout the log.
The logs shown in Figure 6.5a have been normalized 1o give
uniform area, as explained previously. These same logs
("background' corrected) are plotted on semi-log co-ordinates
in Figure 6.5b. Examination of Figure 6.5b shows that the
anomaly flanks are not completely linear. The corresponding
normalized logs for the same boreholes air-filled are given in
Figures 6.6a and 6.6b. The differences caused by the various
borehole diameters are more pronounced in the case of air-
filled boreholes. In large diameter boreholes, the ore zone
will be detected from a greater distance if the borehoie is
air-filled rather than water-filled due to increased radiation
passing through the borehole fluid in the case of air. This
explains why there is a greater difference between the results
in air and in water for large diameter boreholes than for
small diameters.

The values of a determined using the semi-log slope
technique, based on the data shown in Figures 6.5 and 6.6 are
plotted in Figure 6.7. Figure 6.8 shows the total area under
the anomaly curves for the five borehole diameters, both air
and water filled, normalized to the 8.9 cm diameter case. In
the case of an air-filled borehole one expects very little
change in area, whereas for the water-filled case the curve
asymptotically approaches a constant area corresponding to
the case of infinite diameter (i.e. logging along a flat wall).
If the probe were centred, of course, the curve for the water-
filled case would asymptotically approach zero.

0 10 20 30 40

diameter cm

Figure 6.7. Values of o as a function of borehole diameter, as
explained in text.

39



normalized area

0 10 20 30 40
diameter cm

Figure 6.8. Area under the anomaly curves from boreholes of
various diameters through a model ore zone, normalized to
100 per cent for air-filled case.

Discussion and Conclusions

In this paper we have illustrated the variations in the
shape of the system response function (in particular the
variations of the constant a in equation (2)) with changes in
borehole diameter, borehole fluid, and steel casing thickness,
for total count logging. In addition, variations in the system
sensitivity (i.e. area beneath the response function) with
these same borehole parameters have been described.

Results such as these, obtained with a particular set of
equipment, should not be used to derive correction factors for
other equipment. These factors should be determined
individually for each logging system. The results presented
here, however, serve to illustrate the effects which can be
expected under these conditions.

In the case of gamma ray spectral logging equipment,
cnrrection factors should be determined individually for each
spectral window, for best results. Differences between the
behavior of the different windows under various conditions
may be small, but this should be verified experimentally
rather than assumed.
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COMPUTER PROCESSING OF GAMMA-RAY LOGS: ITERATION AND INVERSE FILTERING
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Abstract

Conaway, John G., and Killeen, P.G., Computer processing of gamma-ray logs: Iteration and inverse
filtering; in Current Research, Part B, Geol. Surv. Can., Paper 78-1B, p. 83-88, 1978.

For nearly two decades an iterative computer technique has been used for processing gamma-
ray logs to determine the distribution of uranium along a borehole. Recently an inverse fiiter
technique has been developed for the same application. Analysis of the iterative technique shows
that it approaches theoretical equivalence with the inverse filter technique as the number of
iterations increases. In tests with gamma-ray borehole logs with a sampling interval of 10 cm there
was little difference in the results produced by the two methods. In practice a sampling interval
shorter than 10 cm should be used to improve resolution and reduce aliasing errors. In this case a
smoothing filter is required with both techniques to reduce the high-frequency noise.

The inverse filter technique generally requires less than 5 per cent as much computing time as
iteration, and may be accomplished using an 'open-ended' algorithm, thereby making possible on-line
processing of the data using a minicomputer or microprocessor, concurrent with the logging of the

borehole.

Introduction

An iterative computer technique for determining radio-
element concentrations from gamma-ray borehole logs has
been in routine use in the United States since it was first
introduced by Scott etal. (1961), and Scott (1962; 1963).
Recently an inverse filter technique has been presented by
Conaway and Killeen (in press) which is intended for the same
purpose — determining radioelement concentrations f{rom
gamma-ray logs. A number of questions regarding the two
techniques immediately present themselves: Are the results
from the two methods equivalent? Which is more efficient?
What are the advantages and disadvantages of each? The
answers to these questions can be obtained from theoretical

1siderations, computer studies, and tests with gamma-ray
rehole logs.

First a brief review of the theory is necessary.
Consider the case of an infinitesimally thin radiocactive ore
zone embedded in a thick sequence of barren rock
(Fig. 13.1a), The function expressing the distribution of
radioactive material with depth is an impulse or ‘spike'
(Fig. 13.1b) having a flat amplitude spectrum (Fig. 13.2,
curve a). This is the desired output of a gamma-ray logging
system in the presence of a thin ore zone -a spike
proportional in height to the ore grade. The actual output
which would be obtained under ncise-free conditions using a
point-detector would resemble Figure 13.1c. This curve,
called the geologic impulse response or GIR {Conaway and
Killeen, in press), has an amplitude spectrum similar to
Figure 13.2, curve b.

The purpose of computer processing of the raw data is
to convert the geologic impulse response (Fig. 13.1¢) into the
spike (Fig. 13.1b) within the limitations imposed by noise. In
other words, in the ideal case the data are processed to make
the amplitude spectrum of the GIR (Fig. 13.2b) flat, as shown
in Figure 13.2a.

Inverse Fiitering

Representing the geologic impulse response function
(th 13.1c) by the symbol s(z), the relationship between the
noise-free gamma-ray log c(z), and the distribution of
radioactive material along a borehole, g(z), is given by

c(2) =g@) *s(2) seiiiiiieiiieiaiieaea, (D)

where the symbol * denotes convolution (see e.g. Kanasewich,
1973, for a discussion of convolutlon) In the frequency
domain this is expressed as

Cld = Glw) »Slw)  vvvvnvvniiinnnann, ceeens oo (2)

GEOLOGY RADIQELEMENT GAMMA-RAY INTENSITY
CONCENTRATION
O ™ l 2 g l ﬁ
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(a) Geologic column showing an infinitesimally thin

radiocactive ore zone sandwiched between two thick
barren zones, a 'geologic impulse’ of radiocactive ore.

Figure 13.1

{b) Plot of radicelement concentration with depth
corresponding to Figure 13.1a.

(c) Noise-free response of a point-detector to the thin
ore zone, the ‘geologic impulse response’.
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where Cl(w), Glw) and S(w) are the Fourjer transforms of f(z),
g(z), and s(z), respectively. Thus in the frequency domain the
distribution of radiocactive material is given by

Glw) = Cl) » (glm) ...... e ————— (3)
Letting

Flw) = g(lm
then in the space domain

glz) =clz) * fz) ...... Ceveeenean Ceereees Cheees (4)

where the inverse filter f(2) is the Fourier transform of F(w).

In the special case of the infinitesimally thin ore zone
(Fig. 13.1)

Clw) = Slw)
Therefore, from equation (3)

Glw) = Stw) -+ (g(‘u-ﬂ) |

In theory, then, the flat spectrum of the impulse has been
recovered by inverse filtering, in the absence of noise.

The Iterative Algorithm

The heart of the computer program given by Scott
(1962), as well as of the modern counterpart of that program,
is an iterative algorithm which, in its simplest form, is shown
in the flow chart given in Figure 13.3. The step enclosed in
the dashed box, that of setting negative grade values equal to
zero will be ignored for the present. Letting the contribution
of the ith step in the iteration to the value of g(z) be given by
bi(z), from the flow chart we have:

initial state bo(z) = c(2)

contribution of bi(z) = c(z) — cz)*s(z)

first iteration

contribution of ba(z) = cfz) - 2c(2)*s(z) + c(z)*s(z)*s(z)

second iteration
bi(z) = ¢(z) - 3c(z)*s(z)
+ 3c(z)*s(z)*s(z) — clz)*s(z)*s(z)*s(z)

Expressing this in the frequency domain, where the contribu-
tion of the ith step in the iteration is Bjlw),

Bo(w) = Clw)

Bi{w) = Clw) - Clw) Sw)

B(w) = Clw) - 2Cw} S(w) + Clw) S%(w)

B3(w) = Clw) = 3Cw) Slw) + 3Cw) S? (W) - Clw) $*(w)
In general terms, then

Biw) = Clw) [1-Sw)] *

Thus, in the frequency domain the processed log after n
iterations, Gn(u), is given by

n n
Gl) =) B = > cl [1-swl’
i=0 i=0

contribution of
third iteration

where i = 0,1,2,..., n

Qor

b1

It can be shown that the series

n
Z [1-sw) i
i=0

converges to 1/S(w) as n becomes large, for all values of -
such that

I I R O B N S e (6)

(see e.g. Sokolnikoff and Sokolnikoff, 1941). As can be seen
from Figure 13.2b, the condition given by equation (6) will be
valid. Thus, after many iterations the value of G{w)approaches

1
Gn(w) = Clw) * (m) Ceseene Seecsesseaannen (7)

which is identical to equation (3). Thus it has been shown
that the inverse filter technique and the iterative technique
for processing gamma-ray logs are theoretically equivalent
operations.

Referring once again to the flow chart for the iterative
algorithm (Fig. 13.3) consider the step shown in the dashed
box, that of setting negative ore grade values equal to zero.
As will be shown more fully later, the iteration process
amplifies high frequencies while exerting relatively little
effect on low frequencies. Thus, the scatter in the iterated
ore grade values is greater than the scatter in gamma-ray
counts. This means that some of the processed ore grade
values may be negative; however, the mean grade over a
given zone will be correct. The act of setting negative grade
values equal to zero introduces statistical bias, causing the
mean calculated grade over the zone to be erroneously high.
In general this is a small effect, but since this step in the
processing of the log is unnecessary and invalid, it should be
eliminated.

‘ ®
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Figure 13.2
{a) Amplitude spectrum of a spike (Fig. 13.1b).

(b) Amplitude spectrum of the noise-free geologic
impulse response (Fig. 13.1c). Two horizontal axes
are shown for convenience. The lower one, spatial
frequency (f), is given by f =w/2n. The upper scale is
calibrated in sampling interval {Az), to make it easy
to study the amplitude spectra in relation to the
Nyquist frequency fjN for various sampling intervals,
where fa = /2482, lSi'he amplitude spectrum is a plot
of ampﬁjtude as a function of spatial frequency (f);
the upper horizontal axis, Az, is provided for
reference only. Note especially the signific~
amount of energy at frequencies higher than
Nyquist frequency for Az = 10 cm (dashed line).
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initialize iteration counter
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set GRADE =RAWLOG
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Figure 13.3. Flow chart for the iterative algorithm used for
determining ore grade values from a gamma-ray
log. The parameters used are:

N — the number of iterations to be performed.
OP — the digitized system impulse response function
determined in a model borehole.
RAWLOG - the array containing the raw gamma-ray log,
GRADE - the array containing the approximate grade

values being iterated.
DIF — defined in flow chart.
DMAX ~ maximum value of DIF.

DCUT - assigned cutofi value of DMAX to stop pro-
cessing before N iterations have been reached.
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Figure 13.4. Amplitude spectrum of the theoretical inverse
operator (curve a) and of the 3-point approxi-
mate inverse operators for sampling intervals of
{ cm (b), 3 cm (c), 5cm (d), and 10 cm (e).
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Figure 13.5. Amplitude spectrum of the noise-free geologic
impulse response {(shown in Fig. 13.2b) after
application of the theoretical inverse operator
(a), and approximate inverse operators cor-
responding to sampling intervals of | cm{b), 3 cm
(c), 5 cm (d), and 10 cm (e).

Iteration and Inverse Filtering in Practice

The problem of developing an inverse filter operator for
processing gamma-ray logs may be approached from many
directions. Perhaps the simplest solution has been presented
by Conaway and Killeen (in press), based in part on earlier
work by Czubek (1971) and Davydov (1970). Here the GIR is
approximated by the function

sz = ezl (3)

where the constant a is most easily determined in a model
borehole. This function has been found to provide a
reasonable fit to the experimentally determined response
function with Geological Survey of Canada gamma-ray
logging equipment. The amplitude spectrum of the theoretical
inverse operator is shown as curve a in Figure 13.4. This
theoretical inverse operator may be approximated by a simple
3-point operator given by

R S
{ahrz)?, (@dz)?, (xbaz)?].
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Figure 13.6. Amplitude spectrum of geologic impulse response
with noise, after application of theoretical
inverse operator (a), and approximate inverse
operators corresponding to sampling intervals of
1 cm (b), 3 cm (c), 5 cm (d), and 10 cm (e).

The amplitude spectra for this operator for sampling inter-
vals Az = 1, 3, 5, and 10 cm are also shown in Figure 13.4 as
curves b through e, respectively.

If the assumed shape of the GIR represents a good
approximation in a given case, then the noise-free amplitude
spectrum of the GIR processed with the exact inverse
operator would resemble Figure 13.5 curve a. The approxi-
mate inverse operator would produce spectra resembling
curves b through e, depending on the sampling interval. The
effect of noise on the processed amplitude spectrum is shown
in Figure 13.6 curves a through e. Two points are immedi-
ately apparent: (1) The operator performance improves as Az
decreases (Fig. 13.5) and (2) a low-pass filter will be required
if a sampling interval much shorter than 10 cm is used
(Fig. 13.6). It can be seen from Figure 13.2, curve b that a
significant amount of information may be present at
frequencies higher than the Nyquist frequency for Az =10 cm
(vertical dashed line). Thus, to reduce errors due to aliasing
of this high frequency information a sampling interval shorter
than 10 cm should be used.

In the case of the iterative processing technique,
Figure 13.7 curve a shows the noise-free amplitude spectrum
of the GIR; curvesb through h show the shape of the
spectrum after 1, 2, 5, 10, 15, 20, and 30 iterations,
respectively.  Similarly, Figure 13.8 shows the iterative
results with a noise level identical to that used in producing
Figure 13.6. Here it can be seen once again that a smoothing
filter is needed for sampling intervals significantly less
than Az = 10 cm. Although it may seem at first that the
noise level of the processed log may be controlled sufficiently
by stopping after fewer iterations when processing data
obtained at smaller sampling intervals, in fact this technique
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Figure 13.7. (a) Amplitude spectrum of the noise-free
geologic impulse response. The other curves
show the amplitude spectrum of the GIR after
! iteration (b), 2 iterations (c), 5 iterations {(d),
10 iterations (e), 15 iterations (f), 20 iterations
(g), and 30 iterations (h).

does not give results as good as those which may be obtained
by using more iterations and a smoothing filter. This latter
technique gives more accurate information at low frequencies
and a better cutoff at higher frequencies.

Two examples are presented to illustrate some of the -
points discussed above. Figure 13.9a shows a portion of a
digitally recorded gamma-ray log run at v = 3 m/min with
sampling interval At =2s(Az = 10cm). The log was pro-
cessed iteratively (10 iterations) and is plotted as
Figure 13.9b. The inverse filtered log (approximate operator)
is given as Figure 13.9c. Figures 13.9b and 13.9c have been
plotted on a scale of gamma-ray intensity rather than ore
grade to facilitate comparison of the 3 curves. Tt
agreement between the two processed logs, while not ex:
is very close. In order to process the raw gamma-ray .
(Fig. 13.9a), which has approximately 160 gamma-ray
readings, the iterative technique required on the order of
14 500 multiplication operations and 18 000 additions or
subtractions. The inverse filter method required only about
500 multiplications and 500 additions. Thus in this case
inverse filtering is more efficient by a factor of about 30 in
terms of computation time.

As a second example, consider the gamma-ray log
shown in Figure 13.10a. This log is from the same section of
the borehole as Figure 13.9, but run at a speed of | m/min
with At=2s(Az = 3.3cm), thus giving similar counting
statistics to Figure 13.9. Figure 13.10b shows the iterated
log after 10 iterations. This processed log is rather noisy, and
a smoothing filter should be used. The program as it stands
now does not have a provision for smoothing, since it has
traditionally been used with a sampling interval of 10-15 cm.
Figure 13.10c shows the deconvoived and smoothed log
produced using a 9-point combined smoothing and approxi-
mate inverse operator (see Conaway and Killeen, in press).
The resolution here is somewhat better than in Figure 13.9,
where Az = 10 cm. To process the log shown in Figure 13.10
the inverse filter technique required about 4500 multiplica-
tions and a similar number of additions, while the iterative
technique, even without smoothing, required about 135 000
multiplications and 145 000 additions or subtractions. Once
again this represents a difference in computational efficiency
of about 30:1 in favour of inverse filtering. Figure 13.10b can
be smoothed to give resuits similar to Figure 13.10c, if a
suitable smoothing routine is incorporated into the computer
program.  Selection of a suitable length of smootfr
operator of a given type is a matter requiring s
experience. This decision is perhaps best made on the ba.. .
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Figure 13.8.

(a) Amplitude  spectrum of the
geologic impulse response with noise
as in Figure 13.6. The other curves
show the amplitude spectrum of the
GIR after | iteration (b), 2 iterations
(c), 5iterations (d), 10 iterations (e),
15 iterations (f), 20 iterations (g), and

30 iterations (h).
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Figure 13.9

(a)

(b)

(c)

Raw gamma-ray log from a uranium
ore zone; logging velocity v=
3 m/min, sampling interval Az = 10cm.

The log shown in {(a) processed
iteratively using 10 iterations.

The log shown in (a) processed with
the approximate 3-point inverse
operator.
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Figure 13.10

(a) Raw gamma-ray log from the same ore zone as in Figure 13.9;
logging velocity v = 1 m/min, sampling interval Az = 3.3 cm.

{b) The log shown in (a) processed iteratively using 10 iterations.

(c}) The log shown in (a) processed with the approximate 3-point

inverse operator.

of studies of the repeatibility of several processed logs
obtained in the same borehole under the same conditions.
The best smoothing operator will be the shortest one which
still produces results of acceptable repeatibility.

Conclusions

It has been demonstrated that the iterative and inverse
filter techniques for processing gamma-ray borehole logs are

theoretically equivalent operations. From the example log’

with a sampling interval 4z = 10 cm (Fig. 13.9) it is clear
that, while the approximate inverse filter and the iterative
technique with 10 iterations give very similar results, the
inverse filter method is many times more efficient computa-
tionally. From the amplitude spectra and the example log
with Az = 3.3 cm (Fig. 13.10) it can be seen that a sampling
interval less than 10 cm should be used for improved
resolution and to reduce aliasing errors; a smoothing filter is
required with either method for the shorter sampling
intervals.

Because discrete convolution is a sequential operation,
the inverse filter technique requires little core memory, and
allows the data to be processed on-line concurrently with the
logging operations using a minicomputer Or mMicCroprocessor.
It is likely that the next generation of portable digital
gamma-ray logging equipment will include such a facility. A
proposed system of this type has been described by Killeen
et al. (1978).
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COMPUTER PROCESSING OF GAMMA-RAY LOGS: ITERATION AND INVERSE FILTERING

Project 740085
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Abstract

Conaway, John G., and Killeen, P.G., Computer processing of gamma-ray logs: [teration and inverse
filtering; in Current Research, Part B, Geol. Surv. Can., Paper 78-18, p. 83-88, 1978.

For nearly two decades an iterative computer technique has been used for processing gamma-
ray logs to determine the distribution of uranium along a borehole. Recently an inverse filter
technique has been developed for the same application. Analysis of the iterative technique shows
that it approaches theoretical equivalence with the inverse filter technique as the number of
iterations increases. In tests with gamma-ray borehole logs with a sampling interval of 10 cm there
was little difference in the results produced by the two methods. In practice a sampling interval
shorter than 10 cm should be used to improve resolution and reduce aliasing errors. In this case a
smoothing filter is required with both techniques to reduce the high-frequency noise.

The inverse filter technique generally requires less than 5 per cent as much computing time as
iteration, and may be accomplished using an 'open-ended' algorithm, thereby making possible on-line
processing of the data using a minicomputer or microprocessor, concurrent with the logging of the

borehole.

Introduction

An iterative computer technique for determining radio-
element concentrations from gamma-ray borehole logs has
been in routine use in the United States since it was first
introduced by Scott etal. (1961), and Scott (1962; 1963).
Recently an inverse filter technique has been presented by
Conaway and Killeen (in press) which is intended for the same
purpose — determining radioelement concentrations from
gamma-ray logs. A number of questions regarding the two
techniques immediately present themselves: Are the results
from the two methods equivalent? Which is more efficient?
What are the advantages and disadvantages of each? The
“nswers to these questions can be obtained from theoretical

nsiderations, computer studies, and tests with gamma-ray
srehole logs.

First a brief review of the theory is necessary.
Consider the case of an infinitesimally thin radioactive ore
zone embedded in a thick sequence of barren rock
(Fig. 13.1a). The function expressing the distribution of
radiocactive material with depth is an impulse or ’'spike'
(Fig. 13.1b) having a flat amplitude spectrum (Fig. 13.2,
curve a). This is the desired output of a gamma-ray logging
system in the presence of a thin ore zone -a spike
proportional in height to the ore grade. The actual output
which would be obtained under noise-free conditions using a
point-detector would resemble Figure 13.ic. This curve,
called the geologic impulse response or GIR (Conaway and
Killeen, in press), has an amplitude spectrum similar to
Figure 13.2, curve b.

The purpose of computer processing of the raw data is
to convert the geologic impulse response (Fig. 13.1¢) into the
spike (Fig. 13.1b) within the limitations imposed by noise. In
other words, in the ideal case the data are processed to make
the amplitude spectrum of the GIR (Fig. 13.2b) flat, as shown
in Figure 13.2a.

Inverse Filtering

Representing the geoclogic impulse response function
(Fig. 13.1c) by the symbol s(z), the relationship between the
noise-free gamma-ray log c{z), and the distribution of
radicactive material along a borehole, g(z), is given by

clz) = g(z) * s(z)

where the symbol * denotes convolution (see e.g. Kanasewich.
1973, for a discussion of convolution). In the frequency
domain this is expressed as ‘

Clw) = Glw) - S(w)

GEOLOGY RADIGELEMENT GAMMA-RAY INTENSITY

CONCENTRATION

*

INFINSTESIMAL  ORE  ZONE

3r
|
sL L

(a) Geologic column showing an infinitesimally thin

radicactive ore zone sandwiched between two thick
barren zones, a 'geologic impulse' of radioactive ore.

Figure 13.1

(b) Plot of radicelement concentration with depth
corresponding to Figure 13.la.

(c) Noise-free response of a point-detector to the thin
ore zone, the 'geologic impulse response’.
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where Clw), G(w) and S(w) are the Fourier transforms of f(z),
g(z), and s(z), respectively. Thus in the frequency domain the
distribution of radioactive material is given by

- . ]
Gl = Cw (m) SUUUTRTRRRR ceeenn(3)
Letting
_ 1
Flw) = 5m)
then in the space domain
gz =c@)*f{z) ...... Ceeeaas erereeseseranaen (4)

where the inverse filter f(z) is the Fourier transform of F(w).

In the special case of the infinitesimally thin ore zone
(Fig. 13.1)

Clw) = Sw)

Therefore, from equation (3)

Glw) = Sw) (gf;;) !

In theory, then, the flat spectrum of the impulse has been
recovered by inverse filtering, in the absence of noise.

The Iterative Algorithm

The heart of the computer program given by Scott
(1962), as well as of the modern counterpart of that program,
is an iterative algorithm which, in its simplest form, is shown
in the flow chart given in Figure 13.3. The step enclosed in
the dashed box, that of setting negative grade values equal to
zero will be ignored for the present. Letting the contribution
of the ith step in the iteration to the value of g(z) be given by
bi(z), from the flow chart we have:

initial state bo(z) = c(z)

contribution of
first iteration

b (z) = clz) — c(z)*s(z)

contribution of bz(z) = c(z) — 2c(z)*s(z) + c(z)*s(z)*s(z)

second iteration
b3(z) = c(z) — 3c(z)*s(z)
+ 3c(z)*s(z)*s(2) ~ c(z)*s(z)*s(z)*s(z)

Expressing this in the frequency domain, where the contribu-
tion of the ith step in the iteration is Bj(w),

B (W} = Clw)

B (w) = Clw) ~ Clw) S(w)

B,(w) = Clw) ~ 2Cw) S} + Clw) S*(w)

Bilw) = Clw) ~ 3C(w) Sw) + 3Cw) 5? W) - Clw) $*w)
In general terms, then

B = Cw [t -Sw)] '’

Thus, in the frequency domain the processed log after n
iterations, Gn(w), is given by

contribution of
third iteration

where i = 0,1,2,..., n

n n
G =Y B = D ) [1-3w]’
i=0 ' i=0
or
n .
G @ = Clw) Z [1=S@] i, (5)
i=0

B

It can be shown that the series

n
Z 1 - sw) i
i=0

converges to 1/S(w) as n becomes large, for all values of S
such that

0 < ] 1-5w | <1 ...... Cereeerenneeaes ...(6)

(see e.g. Sokolnikoff and Sokolnikoff, 1941). As can be seen
from Figure 13.2b, the condition given by equation (6) will be
valid. Thus, after many iterations the value of Gn(w)approaches

G (W) = Clu) * ('srlm) e, e (7)

which is identical to equation (3). Thus it has been shown
that“the inverse filter technique and the iterative technique
for processing gamma-ray logs are theoretically equivalent
operations.

Referring once again to the flow chart for the iterative
algorithm (Fig. 13.3) consider the step shown in the dashed
box, that of setting negative ore grade values equal to zero.
As will be shown more fully later, the iteration process
amplifies high frequencies while exerting relatively little
effect on low frequencies. Thus, the scatter in the iterated
ore grade values is greater than the scatter in gamma-ray
counts. This means that some of the processed ore grade
values may be negative; however, the mean grade over a
given zone will be correct. The act of setting negative grade
values equal to zero introduces statistical bias, causing the
mean calculated grade over the zone to be erroneously high.
In general this is a small effect, but since this step in the
processing of the log is unnecessary and invalid, it should be
eliminated.

’ ®
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Figure 13.2
(a) Amplitude spectrum of a spike (Fig. 13.1b).

(b) Amplitude spectrum of the noise-free geologic
impulse response (Fig. 13.1c). Two horizontal axes
are shown for convenience. The lower one, spatial
frequency (f), is given by f =w/2n. The upper scale is
calibrated in sampling interval (Az), to make it easy
to study the amplitude spectra in relation to the
Nyquist frequency fjn for various sampling intervals,
where fyy = 1/2A2. The amplitude spectrum is a plot
of ampﬁtude as a function of spatial frequency (f);
the upper horizontal axis, Az, is provided for
reference only. Note especially the signific
amount of energy at frequencies higher than
Nyquist frequency for Az = 10 cm (dashed line).



( START )

( input DCUT, N, OP

( input RAWLDG

initialize iteration counter

=1

set GRADE =RAWLOG

DIF= RAWLOG—0P* GRADE

determine DMAX

K=K+1 YES

Qs DMAX fess than DCUT?>—-—‘

NO

GRADE=GRADE + DIF

N

: 1
set negative GRADE valuesto 0
g |

L

P
___Q is K equal to N7 >

YES

\ output GRADE /
( stor )

Figure 13.3. Flow chart for the iterative algorithm used for
determining ore grade values from a gamma-ray
log. The parameters used are:

N — the number of iterations to be performed.
OP =~ the digitized system impuise response function
determined in a model borehole.
RAWLOG - the array containing the raw gamma-ray log.
GRADE - the array containing the approximate grade

values being iterated.
DIF — defined in flow chart.
DMAX — maximum value of DIF.

+ DCUT — assigned cutoff value of DMAX to stop pro-
cessing before N iterations have been reached.
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Figure 13.4. Amplitude spectrum of the theoretical inverse
operator (curve a) and of the 3-point approxi-
mate inverse operators for sampling intervals of
1 cm (b), 3cm (c), 5cm (d), and 10 cm (e).

' kS

3

AMPLITUDE

I’

| a2z (cm)
2 1

o
-
W

5

t ©m"

T T L 1

¥
[+ A .2 .3 4 .5

Figure 13.5. Amplitude spectrum of the noise-free geologic
impulse response {(shown in Fig. 13.2b) after
application of the theoretical inverse operator
(a), and approximate inverse operators cor-
responding to sampling intervals of 1 cm(b), 3 cm
(c), 5 cm (d), and 10 cm (e).

Iteration and Inverse Filtering in Practice

The problem of developing an inverse filter operator for
processing gamma-ray logs may be approached from many
directions. Perhaps the simplest solution has been presented
by Conaway and Killeen (in press), based in part on earlier
work by Czubek (1971) and Davydov (1970). Here the GIR is
approximated by the function

s(z)=%-e'“‘z\ Ch ettt et ..{8)
where the constant a is most easily determined in a model
borehole. This function has been found to provide a
reasonable fit to the experimentally determined response
function with Geological Survey of Canada gamma-ray
logging equipment. The amplitude spectrum of the theoretical
inverse aperator is shown as curve a in Figure 13.4. This
theoretical inverse operator may be approximated by a simple
3-point operator given by

S S S
{aaz)?, (@az)?,  (anz)?].
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Figure 13.6. Amplitude spectrum of geologic impulse response
with noise, after application of theoretical
inverse operator (a), and approximate inverse
operators corresponding to sampling intervals of
1 cm (b), 3 cm (¢), 5 cm (d), and 10 cm (e).

The amplitude spectra for this operator for sampling inter-
vals Az = 1, 3, 5, and 10 cm are also shown in Figure 13.4 as
curves b through e, respectively.

If the assumed shape of the GIR represents a good
approximation in a given case, then the noise-free amplitude
spectrum of the GIR processed with the exact inverse
operator would resemble Figure 13.5 curve a. The approxi-
mate inverse operator would produce spectra resembling
curves b through e, depending on the sampling intervai. The
effect of noise on the processed amplitude spectrum is shown
in Figure 13.6 curves a through e. Two points are immedi-
ately apparent: (1) The operator performance improves as Az
decreases (Fig. 13.5) and (2) a low-pass filter will be required
if a sampling interval much shorter than 10 cm is used
(Fig. 13.6). It can be seen from Figure 13.2, curve b that a
significant amount of information may be present at
frequencies higher than the Nyquist frequency for Az =10 cm
(vertical dashed line). Thus, to reduce errors due 1o aliasing
of this high frequency information a sampling interval shorter
than 10 cm should be used.

In the case of the iterative processing technique,
Figure 13.7 curve a shows the noise-free amplitude spectrum
of the GIR; curvesb through h show the shape of the
spectrum after 1, 2, 5, 10, 15, 20, and 30 iterations,
respectively.  Similarly, Figure 13.8 shows the iterative
results with a noise level identical to that used in producing
Figure 13.6. Here it can be seen once again that a smoothing
filter is needed for sampling intervals significantly less
than Az = 10 cm. Although it may seem at first that the
noise level of the processed log may be controlled sufficiently
by stopping after fewer iterations when processing data
obtained at smaller sampling intervals, in fact this technique
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Figure 13.7. (a) Amplitude spectrum of the noise-free
geologic impulse response. The other curves
show the amplitude spectrum of the GIR after
| iteration (b), 2 iterations (c), 5 iterations (d),
10 iterations (e), 15 iterations (f), 20 iterations
(g), and 30 iterations (h).

does not give results as good as those which may be obtained
by using more iterations and a smoothing filter. This latter
technique gives more accurate information at low frequencies
and a better cutoff at higher frequencies.

Two examples are presented to illustrate some of the -
points discussed above. Figure 13.9a shows a portion of a
digitally recorded gamma-ray log run at v = 3 m/min with
sampling interval At = 2s(Az= 10cm). The log was pro-
cessed iteratively (10 iterations) and is plotted as
Figure 13.9b. The inverse filtered log (approximate operator)
is given as Figure 13.9c. Figures 13.9b and 13.9c have been
plotted on a scale of gamma-ray intensity rather than ore
grade to facilitate comparison of the 3 curves. T+
agreement between the two processed logs, while not exz
is very close. In order to process the raw gamma-ray .
(Fig. 13.9a), which has approximately 160 gamma-ray
readings, the iterative technique required on the order of
14 500 multiplication operations and {8 000 additions or
subtractions. The inverse filter method required only about
500 multiplications and 500 additions. Thus in this case
inverse filtering is more efficient by a factor of about 30 in
terms of computation time.

As a second example, consider the gamma-ray log
shown in Figure 13.10a. This log is from the same section of
the borehole as Figure 13.9, but run at a speed of | m/min
with At =2s(Az = 3.3cm), thus giving similar counting
statistics to Figure 13.9. Figure 13.10b shows the iterated
log after 10 iterations. This processed log is rather noisy, and
a smoothing filter should be used. The program as it stands
now does not have a provision for smoothing, since it has
traditionally been used with a sampling interval of 10-15 cm.
Figure 13.10c shows the deconvolved and smoothed log
produced using a 9-point combined smoothing and approxi-
mate inverse operator {see Conaway and Killeen, in press).
The resolution here is somewhat better than in Figure 13.9,
where Az = 10 cm. To process the log shown in Figure 13.10
the inverse filter technique required about 4500 multiplica-
tions and a similar number of additions, while the iterative
technique, even without smoothing, required about 135 000
multiplications and 145 000 additions or subtractions. Once
again this represents a difference in computational efficiency
of about 30:1 in favour of inverse filtering. Figure 13.10b can
be smoothed to give results similar to Figure 13.10c, if a
suitable smoothing routine is incorporated into the computer
program.  Selection of a suitable length of smoot*
operator of a given type is a matter requiring s
experience. This decision is perhaps best made on the ba.
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Figure 13.9

Raw gamma-ray log from a uranium
ore zone; logging velocity v =
3 m/min, sampling interval Az = 10cm.

The log shown in (a) processed
iteratively using 10 iterations.

The log shown in (a) processed with
the approximate 3-point inverse
operator.
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(a) Raw gamma-ray log from the same ore zone as in Figure 13.9;
logging velocity v = | m/min, sampling interval Az = 3.3 cm.

(b) The log shown in (a) processed iteratively using 10 iterations.

(c) The log shown in (a) processed with the approximate 3-point

inverse operator.

of studies of the repeatibility of several processed logs
obtained in the same borehole under the same conditions.
The best smoothing operator will be the shortest one which
still produces results of acceptable repeatibility.

Conclusions

It has been demonstrated that the iterative and inverse
filter techniques for processing gamma-ray borehole logs are
theoretically equivalent operations. From the example log’
with a sampling interval Az = [0 cm (Fig. 13.9) it is clear
that, while the approximate inverse filter and the iterative
technique with 10 iterations give very similar results, the
inverse filter method is many times more efficient computa-
tionally. From the amplitude spectra and the example log
with Az = 3.3 cm (Fig. 13.10) it can be seen that a sampling
interval less than 10 cm should be used for improved
resolution and to reduce aliasing errors; a smoothing filter is
required with either method for the shorter sampling
intervals.

Because discrete convolution is a sequential operation,
the inverse filter technique requires little core memory, and
allows the data to be processed on-line concurrently with the
logging operations using a minicomputer of mMiCroprocessor.
[t is likely that the next generation  of portable digital
gamma-ray logging equipment will include such a facility. A
proposed system of this type has been described by Killeen
et al. (1978). '
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Abstract

Preliminary studies comparing a 19 x76 mm bismuth germanate scintillation detector
(Bi,Ge;0,,, commonly called BGO) to thallium activated sodium iodide (NaKTl}) and sodium
activated cesium iodide (CsKNa)) detectors of the same size have been completed. The potential
advantage of BGO in gamma ray spectrometry is due to its high density (7.13 g/cm?), which is almost
twice that of the most commonly used detector material, NaKTl) (3.67 g/cm?®). The increased
stopping power for high energy gamma rays of the high density BGO is evident in both the gamma ray
logs and gamma ray spectra recorded in the model boreholes at the Geological Survey's calibration
facility at Bells Corners, Ontario. The calibration factors (stripping factors and proportionality
constants) for the three types of detectors are tabulated and compared both for the standard set of
energy windows commonly used in portable spectrometers and for a set of wider energy windows
which offer improved accuracy under some circumstances. The relative performance of the three
detectors for determining uranium concentrations (using both sets of windows) was computed and
tabulated for a range in U/Th concentration ratios from 10:1 to 1:10. A reduction of more than 50%
in statistical errors in uranium determinations was found in comparing the BGO detector to NaKTl).
Csl offers a more modest improvement of about 10%. In hardrock mining applications where the
borehole diameter imposes a severe detector size restriction, the BGO detector appears to offer
considerable advantages for uranium exploraton and evaluation.

Introduction

A problem that is well known in gamma ray
spectrometry for geophysical exploration is the low gamma
ray count rate measured in the high energy windows utilized
for thorium (2.62 MeV) and uranium (1.76 MeV) determina-

ons, leading to large statistical uncertainties in computed

dicelement concentrations. Two approaches to solving this
problem are to increase the counting time in any given
location, or increase the detector volume. In gamma ray
spectral logging the counting time depends on the logging
speed, and extremely slow logging speeds are economically
unattractive. The detector size, on the other hand, is limited
by the diameter of the borehole. In hardrock mining and
exploration, boreholes with diameters of 60 mm or less are
common; often the logging must be done inside casing or drill
rod, which further decreases the available space. Commonly
a scintillation detector of diameter on the order of [9 mm
must be used for gamma ray spectral logging, and these small
detectors are extremely inefficient at high gamma ray
energies (see Killeen and Bristow, 1976). Greater efficiency
may be obtained with a detector which has higher density
and/or atomic number (Z). Tests over the past few years
with sodium activated cesium iodide detectors (Csl(Na))
which have a density of 4.51 g/cm® have shown a significant
improvement over thallium activated sodium iodide (NaKT1)),
(density 3.67 g/cm?) in counting statistics for the high energy
‘windows. In addition Cs{(Na) detectors are more resistant to
both thermal and mechanical shock than Nal(TI). Another
scintillating material, bismuth germanate (BiyGE;0,,, com-
monly called BGOQ), has recently become available in
sufficiently large sizes to be used for borehole logging. With
a density of 7.13 g/cm® it would seem to have considerable
promise for borehole applications.

Table 18.1 shows some of the physical properties of the
three scintillating materials considered in this study. The
gamma-scintillation efficiency is a measure of the light
~utput of the scintillating crystal. CsKNa) has a light output

nearly 85 per cent of NalTl). However the light output of
BGO is only 8 per cent that of NalT1) and hence the energy
resolution will be poorer. BGO, like CsKNa), is a rugged
scintillating material; in addition BGO is not hygroscopic,
unlike the other two detector materials. The energy resolu-
tion measurements (based on a '*’Cs source) for the three
19 x 76 mm detectors used in this study are also given in
Table 18.1. BGO detectors with better energy resolution
than the one used in this study are possible as indicated by
the work of Nestor and Huang (1975).

The decay constant, also given in Table 18.1, is
comparable for all three detector materials. Note that
thallium activated cesium iodide CsKT1) (not considered
here) has different properties from Csl(Na) including a longer
decay constant and lower light output. A long decay constant
will impose an upper limit on the count rate to which the
detector may respond. When a gamma ray causes a scintilla-
tion in the detector before the previous scintillation has
decayed, the two events cannot be distinguished.

Experimental Apparatus

A series of experimental measurements were made with
each of the three 19 x 76 mm scintillation detectors, Nal(T1l),
CsKNa), and BGO. The Nal(T1) detector was considered the
standard for comparison. The GSC DIGI-PROBE logging
system was wused for ail the measurements. This
minicomputer-based, truck-mounted logging system has been
developed for such R and D work by the Geological Survey,
and is described briefly by Killeenetal. (1978), and in
greater detail by Bristow (1980). The logging system is built
around a 16-bit minicomputer operated interactively via a
keyboard with a CRT display having alphanumeric and
graphic capabilities. The system can record 256 or
1024 channels of gamma-ray spectral logging data on 9-track

" tape as often as every 0.25s. For the purpose of this

investigation, 256 channel (12 keV per channel) gamma ray
spectra were recorded.
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Table 18.1

Properties of the three detector materials compared
in this paper, as specified by the supplier,
Harshaw Chemical Co.

Table 18.2

Window energy limits (keV) used to determine the
calibration factors in this paper

Window TC K U Th
Standard 400-3000 | 1360-1560 | 1660-1860 | 2410-281
Wide 400-3000 | 1360-1560 | 1610-2300 | 2400-3000

Relative vy Side-On
Decay Scintillation | Energy
Constant | Density Conversion Resolution

Material | (u$) (g/cm® | Efficiency (%) (%)
NaKTl) .23 3.67 100 11.2
Csl(Na) .63 4.51 85 12.6
BiuGeaolz .30 7.13 8 24.5
The energy resolution of the detectors was measured by the
authors with a small '*7Cs source alongside the detector.

All measurements were made by interchanging
detectors in the same borehole probe. In this way no
parameters except those due to the detector and its integral-
mount photomultiplier tube changed during the comparison
tests.

Calibration checks were made before and after each
measurement to minimize the potential problem of gain
shifts. Because of the versatility made possible by full
spectral recording it is possible to reproduce gamma ray
spectral logs using energy windows of any desired widths or
positions in the gamma ray energy spectrum. Comparisons
were therefore made with two sets of energy windows as
shown in Table 18.2. The 'standard' windows represent those
commonly used in portable and airborne gamma ray
spectrometers. The 'wide' uranium window has the advantage
of including the 2.24 MeV gamma ray peak from the uranium
decay series, but the disadvantage of an increased scattered
thorium component in the uranium window. This requires a
larger stripping factor a(see Conaway and Killeen, 1980;
Killeen, 1979) to remove the thorium component from the
uranjum window. The wide thorium window is useful when
working with BGO because of the poorer energy resolution of
this material.

Experiments in Model Boreholes

All measurements were made with the above described
logging system in the mode! boreholes at the Geological
Survey's calibration facilities at Bells Corners, near Ottawa.
These model boreholes consist of a set of nine concrete
columns 3.9 m in height, each with a simulated ore zone
1.5 m thick sandwiched between upper and lower barren
zones. Each test column contains three boreholes of
diameters 48 mm (size A) 60 mm (size B) and 75 mm (size N)
intersecting the ore zones. Three of the test columns contain
‘ore' zones of different concentrations for potassium, three
for thorium and three for uranium. These are described in

more detail by Killeen (1978); Killeen and Conaway (1978)

and Killeen (1979).

Gamma ray spectral logs were run in the high grade U,
Th, and K model holes using each of the three detectors; also
a 5 minute gamma ray spectrum was accumulated and
recorded with each detector with the logging probe
stationary in the centre of the 'ore' zones. All tests were
performed in the B-size holes, water filled. From these data,
all of the required calibration fractors for a gamma ray
spectral logging probe were derived (see Conaway and
Killeen, 1980) for the three detectors for each of the two
sets of energy windows shown in Table 18.2. The results are
given in Table 18.3. The meaning of each of these factors
has been discussed by Conaway and Killeen (1980) and is
summarized below.
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Stripping Factors

o = ratio of Th gamma rays in U window to Th gamma rays
in Th window

B8 = ratio of Th gamma rays in K window to Th gamma rays
in Th window

y = ratio of U gamma rays in K window to U gamma rays in
U window

a = ratio of U gamma rays in Th window to U gamma rays
in U window

b = ratio of U gamma rays in Th window to K gamma rays

in K window

= ratio of K gamma rays in U window to K gamma rays in
K window

Total Count Window Proportionality Constants
(CPS = counts/second)

K = % K/CPS in total count window

Ky = ppm U/CPS in total count window
K, = ppm Th/CPS in total count window

K, U, and Th Window Proportionality Constants

Ck =% K/CPS in K window
Cy = ppm U/CPS in U window
Crp = pPm Th/CPS in Th window

Note that the factor K,, is equivalent to the so-called
'K-factor' commonly used In gross count gamma ray logging
where all the gamma rays are assumed to originate from the
radioactive decay series of uranium. .

These K-factors and C-factors are used as the constant
of proportionality K in the equation (Scott et al., 1961):

GT = KA (0

depending on which radioelement is causing the anomaly, and
which spectral window is being used. In equation (1), G is the
average grade over a zone of thickness T. A is the area
under the corresponding anomaly on the gamma ray log. In
the centre of a uniform ore zone of effectively infinite
thickness, equation (1) reduces to

G =KI (2)
where | is the measured gamma ray intensity.

The CsKNa) detector used in these studies was
implanted with an 2*'Am stabilization source emitting alpha
particles exhibiting gamma equivalent energies on the order
of 4 MeV. A small fraction of these alpha particles exhibited
gamma-equivalent energies in the 0.4-3 MeV energy range of
interest in these studies. This 'background' count rate was
quite low compared to the observed intensities in the U and
Th model ore zones, and those data were easily corrected. In
the case of potassium, however, the background was on the
same order as the count rate in the potassium model, and
hence values of the calibration factors determined in th=
borehole are not listed in Table 18.3 for CsKNa).



Table 18.3

Calibration factors obtained for 3 different
detector materials, each detector having
dimensions 19 x 76 mm.

Table 18.4

Computed performance of the three 19 x 76 mm detectors
for determining uranium concentrations in
a mixed U-Th environment.

Windows » Standard Wide

a:t;ffgf - Nal  Csl BGO | Nal Csl BGO

¥ Calibration
Factor
a 1.5 1.2 0.65 5. 3.7 1.9
B 2.1 1.6 0.92 2. 1.5 0.385
Y 1.8 1.6 1.2 1. 0.87 0.65
a 0.04 0.05 0.07 0.02 0.03 0.0%
b 0.05 * 0.02 0.05 * 0.03
g 0.03 * 0.04 | 0.12 = 0.13
KK 0.39 * 0.16 - - -
KU 0.91 0.80 0.33 - - -
KTh 1.9 1.6 0.81 - - -
CK 4.7 * 1.2 - - -
CU 39 31 10.5 22 17 5.6
CTh 128 73 25 122 70 23

Asterisks indicate factors which could not be determined for
the Csl detector because of background problems, as described
in text.

Horizontal dashes indicate instances where the wide
windows are identical to the standard windows

From Table 18.3 it is easy to see that the BGO detector
as much lower stripping factors (a, B, y) than NalTl), and
chat the values for Csl(Na) are intermediate. The reason for
the decrease in stripping factors is the higher detection
efficiency of CsKNa) and especially BGO at the high
energies. This is evident in the comparison of gamma ray
spectra shown in Figure 18.1. These spectra were recorded
as 5 minute stationary measurements with each of the three
detectors in the centre of the 350 ppm thorium 'ore zone' of
the model holes. The spectra shown in Figure 18.1 are linear
plots with the same vertical count-rate scale; note that these
plots are in CPS/channel. The high energy peak at 2.615 MeV
from 2°%Tl in the thorium decay series is much larger in the
spectrum observed with BGO than in the spectrum observed
with NalTl), and even the CsKNa) shows an improvement
over NaKT1).

Figure 18.2 shows the spectra recorded with the three
different detectors positioned in the centre of the 950 ppm
uranium ore zone in the high grade uranium test column. The
1.76 MeV peak from ?'*Bi which is generally used for
uranium determinations is obviously greatly enhanced by the
BGO detector, and to a lesser extent by the Csl(Na). This
improvement in count rate in the uranium window is even
more apparent in the three uranium logs shown in
Figure 18.3. These three logs through the 950 ppm uranium
model ore zone represent the deadtime corrected gamma ray
count rate in the uranium channel using 'standard' energy
windows (see Tabie 18.2). The uranium log obtained with the
CsI{Na) detector shows about a 25 per cent increase in count
rate over Nal(Tl) and the BGO detector shows a count rate
increase by a factor of about 4 over NalT!). Since there is
no appreciable thorium in this ore zone the relative count
rates shown in Figure 18.3 are true indications of the higher

fficiency of the BGO detector at high energies.

Concentration Standard Wide
Ratio U/Th Windows Windows
Nal Csl BGO Nal Csl BGO
10 1.00 0.90 0.51 0.81 0.72 0.39
1.0 1.00  0.91 0.47 0.93 0.83 0.39
0.1 1.00 0.93 0.42 1.06 0.94¢ 0.39

Values given are error limits (one standard deviation) in
the uranium computations normalized to the Nal standard
windows for each radioelement concentration ratio.
Clearly, the smaller the relative error, the better the
detector's performance.

The comparison can be put in more quantitative terms
if the C-factors in Table 18.3 are compared. These figures
represent the number of parts per million (or percentage in
the case of potassium) required to produce one count per
second for each radioelement in the appropriate energy
window. Thus, using the standard windows, Cy for Nal, Csl,
and BGO detectors are 39, 3! and 10.5 respectively, which
indicates that BGO is 3.7 times as sensitive to uranium as
Nal(T1). Even Csi(Na) is 1.26 times as sensitive as Nal(T1).
The thorium window proportionality constant Cpy for the
three detectors shows improvements over Nal{T1) by a factor
of 1.75 times and 5.1 times for Csl(Na) and BGO respectively.
For the wide windows the improvement factors for uranium
Cy are 1.3 and 3.9 for Cs(Na) and BGO, and for thorium
Ctp, the improvement factors over Nal(Tl) are 1.74 and 5.3
for Csi(Na) and BGO respectively. Thus a similar improve-
ment is observed for both 'standard' and 'wide' windows.

Statistical Errors in Uranium Determinations

What effects do these improvements in count rate and
changes in the stripping factors have on the determination of
uranium concentrations in a mixed U-Th environment? Using
the calibration factors in Table 18.3 and the statistical
analysis described below we can arrive at some conclusions
about the degree of improvement over NalTl) which is
possible with Csl(Na) and BGO detectors.

Ignoring the contribution of K, which would be
negligibly small even in a low grade uranium ore zone, we can
extend equation(2) to the case of a mixed U-Th zone by
writing the equations

GU =Cy (IU —alp) (3

G = Crp gy -2l (®
where Gy is uranium grade, I is the gamma ray intensity in
the unstripped uranium window, Gy, is thorium grade and
ITh is the gamma ray intensity in the unstripped thorium
window; a anda are stripping factors described earlier.

Solving equations (3) and (#) for I; and Iy, we get

L | GU . aGTh (5)

U | -anx CU Cth

Ith = 7 1 [ G(:Th * aSU ] (6)
-aa Th U
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a. 256 channel gamma ray spectrum (12 keV per channel)
recorded in 350 ppm thorium model ore zone using a
19 x 76 mm NalITl) detector.

b. Same as (a) but using a 19 x 76 mm Csl(Na) detector.
Note that at the high energy end of the spectrum the
count rate does not drop to zero as in the NaKTl)
spectrum (a). This is due to the implanted **' Am source,
as explained in text.

¢. Same as(a) but using a 19 x 76 mm BGO detector.
Figure 18.1

Using these equations it is possible to compute the expected
count rate in a given spectral window for a specified con-
centration of uranium and thorium. We are concerned here
with the statistical errors in the uranium window count rate,
after stripping. The count rate in the stripped uranium
window Ijs is (ignoring potassium)

Lus = Iy™ 2
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The standard deviationo of the statistical noise in the
stripped U window is (e.g. Chase and Rabinowitz, 1968):

o = (1 +alp,) 8)
and thus the relative error E in the uranium determination ’
given by ¥

g (IU + CtITh) (,7’

E=— = 0 —al-)

Us 8) Th

If desired, E may be multiplied by 100 to give percentage
error. The relative errors for the three detectors were
computed from equation (9) for three U/Th ratios, 10:1, l:l,
and 1:10. These results are given in Table 1&.4, normalized
to the error for the Nal(Tl) detector {standard windows) for
each U/Th ratio.
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Figure 18.2. 256 channel spectrum recorded in 950 ppm
uranium model ore zone using
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b. CsKNa) detector and
¢. BGO detector
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Figure 18.3. Plot of gamma ray intensity as a function of
depth using the standard uranium spectral window and three
different detector materials, as indicated.

Several conclusions can be drawn from Table 18.4 for
the 19 x 76 mm detector size.

1. The wide windows are better than the standard windows
for all 3 detector materials for U/Th ratios of [0:1 and
1:1. For BGO the wide windows are also better for the
1:10 U/Th ratios, but this is not true for NaKTl) or
Csl(Na).

2. Csl(Na) exhibits a relative error improved by about 10%
compared to Nal(T1) with the same window widths.

3. BGO produces an improvement in relative error on the
order of 50 per cent or more under all conditions.

Conclusion

It is clear that BGO is the best of the three detector
materials tested for slim hole gamma ray spectral logging.
BGO's improved ruggedness compared with NaKTl) is also an
advantage. At present the price of BGO is on the order of
double the price of the other detector materials, however,
this price differential is still not high enough to rule out the
use of BGO in spectral logging, considering its great
advantages in slim probes.

Note that the results obtained in these tests are
dependent on probe characteristics, detector size, and bore-
hole conditions. It may be expected that the observed
advantages of BGO will in general decrease with increasing
detector size.
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MULTIPIT, A METHOD FOR
CALIBRATION OF LOGGING SYSTEMS

by

Merle E. Crew
Abstract

A method of calibration of gamma-ray logging equipment is presented which uses
data from 2 or more model holes. Input to the program is a series of count
rates at equal intervals, from background to background for each model hole
used. The corresponding grade thickness products (GT) are stored in the
program. Using this data a simultaneous solution is made, finding the value
for dead time that gives a minimum value of the sum of the least squares of
the differences between the calculated and the known grade thickness products.
Having found the dead time that gives the best least squares fit to a linear
equation, the slope of the line is the proportionality constant or K factor.

Introduction

Historically there have been many methods to determine dead time of a logging
system. This must be known to correct the observed counts per second before
any attempt can be made to apply the principle of AK = GT, where A is the area
under the curve, K is the proportionality constant, G is the mean radiometric
grade, and T is the thickness of the anomaly in the model hole, (Reference 1),
to determine the calibration constant for a probe. The most common method
used is a simultaneous solution of data from two model holes which varies the
dead time until the ratio of the areas under the curve of the two models
equals the ratio of the known grade thickness product of the models,
(Reference 2). The TWOPIT method will give some variance to results depending
upon which pair of model holes are used and works best when there is maximum
difference in the grades, and consequently count rates, of the models used in
the calculation.

In this paper a method will be presented which uses data from any 2 or more
model holes and simultaneously solves for the dead time which gives the best
least squares fit to a line, plotting the area under the curve against GT
values for the respective model holes, thus meeting the condition that

AK = GT.

Products of any equipment manufacturer mentioned in this paper are for
descriptive information only and do not constitute an endorsement.

Concegt

The method proposed here as a prime method for calibration of gamma-ray
logging equipment, uses data from any 2 or more model holes to simultaneously
solve for the dead time and K factor that will give the best least squares fit
to a line when plotting area under the curve against GT values for the
respective model holes.



Area under the curve has commonly been plotted against GT values to confirm
general agreement with the principle that AK = GT but there is no evidence to
indicate use of the method to simultaneously solve for dead time and K factor.

The important concept presented here is that there is but one value for dead
time, when used to correct the observed counts per second for the data from a
series of model holes, that will give the best fit to a straight line when
area under the curve for each model is plotted against the GT for the
respective model.

The least squares method of fitting a straight line to a set of data points is
a standard mathematical procedure and need not be described.

Table 1 is a listing of dead times from minus one to plus 1.5 microseconds by
0.1 microsecond increments and the corresponding sum of the squares of the
differences for each value when a least squares fit is made to the points as
determined by that particular dead time. Although it is impossible to have
negative dead times they are included here to show a continuous function with
a discrete minimum attained with one specific value for dead time.

TABLE 1
Dead time
in microseconds Z(y-yl)z

0 0.012709
9 0.011300
8 0.010001
7 0.008813
6 0.007738
5
4
.3
2
.1

0.006777
0.005931
0.005201
0.004590
0.004099
0.003728
0.003479
0.003356
0.003484
0.003740
0.004127
0.004645
0.005296
0.006082
0.007004
0.008065
0.009265
0.010607
0.012092
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The simplest strategy for solution would be to start at a slightly negative
value of dead time and test for sum of the squares of differences at 0,01
microsecond increments until a minimum value 1is attained. The MULTIPIT
program is an iterative method of incrementally increasing the dead time used
to correct the observed count rates. For each value of dead time used, the
observed counts, at equal increments (commonly 0.5 foot) from background value
to background value, are dead time corrected and summed to give total area
under the curve, When areas have been obtained for all model holes being
considered, a least squares fit is made to a line, and the sum of the squares
of differences calculated. This value is then compared to the value obtained
from the previous iteration. If the new sum is smaller than the previous sum,
another increment of dead time is made and another iteration continues. If
the value of the sum of the squares of the difference is larger than the
previous sum it indicates that a minimum was reached somewhere in the interval
of the two previous increments. The program then backs up two increments,
reduces the dead time increment by one tenth and proceeds with iterations at
the smaller dead time increments.

The MULTIPIT program starts at O microseconds and increments first by 1
microsecond, then 0.1 microsecond, then 0.0l microseconds, and terminates when
the minimum least squares value has been found using 0.0l microsecond
intervals. Since modern equipment has dead times generally less than 1
microsecond, a solution is found without excessive iterations and the 0.0l
microsecond lower limit gives more than adequate precision.

When the best fit has been determined, the dead time used and the slope of the
line or K factor are printed and are the calibration factors. The sum of the
squares of the differences and a plot of the line with points for each model
hole are also output as indicators of goodness of fit. The results of the
program are shown in Appendix A. Appendix B is a list of the data input for
the various model holes and Appendix C is a listing of the program as used on
the Tectronix system.

The relationship, AK = GT, demands that the calibration line pass through the
origin, therefore the restrictive form of the equation for a straight line,
Yy = ox, is used to meet this condition.

Options

The MULTIPIT program on the Tectronix system will accept data at one-tenth
foot intervals for up to 19 model holes. Provision is made in the program to
use the maximum .number of model holes or to omit or select any combination
down to a minimum of 2 model holes. This 1s useful to test if there is a
significant difference in the results using model holes in the lower grade
ranges versus using model holes in the higher grade range. Due to
experimental error possible in collecting the data, and possible minor error
in grade assignments of the various model holes, identical results cannot be
expected in these two cases.



Data input can be in any units, either English or metric. If the input is at
one-half foot intervals, the slope of the line, or K factor, will be for
one-half foot intervals or 1if data input is 0.2 foot then the K factor is
appropriate for data collected at this interval, The same applies to data
collected in the metric system. If full metric conversion is desired it would
also be necessary to change the program stored values for grade thickness
product from foot—percent values to meter—percent values.

Options are programmed for various methods of data entry. Digital data may be
entered directly as counts per second on the keyboard or analog data may be
entered as scale units with the range factor being entered for internal
conversion to counts per second. The program will also accept data directly
from the Tectronix digitizing table and is programmed to list the data in
counts per second and to reproduce the curve as a check on the accuracy of
digitizing.,

Discussion

The data used to test the MULTIPIT concept was collected by Bendix Field
Engineering Corp., (Contractor to the U.S. Department of Energy) using logging
unit number 1709 with an unshielded probe number 301l. This is a zero dead
time compensated probe and the calibration, as determined by currently used
methods, was 1.696 microseconds dead time and a K factor of 0.00002495. Data
was used from model holes N3, U3, U2, and Ul. Physical and analytical data on
the model holes is listed in Logging Model Data Synopsis, (Reference 3).

Comparative results of the solution discussed herein and the currently used
method are presented in . Tables 2 and 3.

TABLE 2
MULTIPIT
dead time = 0.25 microsecond
K factor = 0.00002577
Z(y-y;)2 = 0.00335
N3 U3 U2 Ul
Area 40806 69182 169009 328332
GT 0.9976 1.7975 4.3691 8.4563
Calc. GT : 1.0515 1.7826 4.3548 8.4601
diff. ~-0.0539 +0.0149 +0,0143 -0.0038
TABLE 3
Current method
dead time = 1.696 microsecond
K factor = 0,00002495
I (y-y1)? = 0.00720
N3 U3 U2 Ul
Area ' 41047 69939 173546 345428
GT 0.9976 1.7975 4,3691 8.4563
Calc. GT 1.0241 1.7450 4.3210 8.4941
diff. -0.0265 +0.0525 +0.04381 -0.0378



From the above tables it is evident that neither method exactly fits the
assigned grade of the model holes, however, using the sum of the squares of
the differences between the assigned grade thickness and the calculated grade
thickness product as an index, the value for the MULTIPIT method is less than
half of that for the current method.

Conclusions

The method proposed for calibration of logging equipment is an iterative
method of varying the dead time to find the best least squares fit of the data
from 2 or more model holes to a straight line, thus meeting the requirements
of the generally accepted principle that AK = GT.

It has been shown that the MULTIPIT program gives better fit of the test data
to a straight line than the currently used methed. It would seem logical that
a method which uses a spectrum of data points and simultaneously solves for
dead time and K factor would be superior to the present method which estimates
the dead time from certain pairs of models, then determines the K factor from
a single model on the low end of the GT ranges.

Application of the MULTIPIT method also has promise of refining the grade
asgsignments of the model holes at Grand Junction and field locations. 1f
repeated use of the method with different logging systems shows consistent
deviation of certain models from the calibration line, it would be strong
evidence that the grade of that model should be adjusted.

The gamma-ray logging calibration facility of the U.S. Department of Energy at
Grand Junction, Colorado and its associated field model holes at Casper,
Wyoming; Grants, New Mexico; and George West, Texas is the only known facility
with a sufficient number of model holes to fully utilize this method. Since
this is the prime calibration facility for the entire uranium industry,
adoption of the MULTIPIT method would give the 1industry more uniform
calibration effective over the entire range of grades that might be
encountered in exploration or development drill holes.
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Program MULTIPIT Results



X%% PROGRAM MULTI-PIT RESULTS ¥x%

DATE
COHPANY B.F.E.C. SUM OF SQUARES 0.003348
UNIT & 1709 DEAD TIME 2.300E-067
PROBE & 301 K FACTOR 2.577E-803

CORRECTED AREARS ASSIGNED GT"S CALCULATED GT"S DIFFERENCE

U-1 = 328332 8.4363 8.4601 -8.00838
U-2 = 169809 4.3651 4.3548 +0.0143
U-3 = 63182 1.7973 1.7826 +0.8149
H-3 = 40886 8.9976 1.83195 -8.08339



OMCrdC -5

$¥% MULTI-PIT RESULTS #x% U-1

DATE
COMPANY  B.F.E.C.
UNIT # 1709
PROBE ¢ 301
DEAD TIME 2.S8QE-807
K FACTOR  2.3?7E-00%

33K 66K 99K nzx 165K 198K 231K 264K 297K

CORRECTED nm-:ns
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x%x%x INPUT DATA FOR PIT U-i xxx%
DATA ENTRY CODES ARE AS FOLLOWS

ENTER @ FOR LAST ENTRY
ENTER 2 TO DELETE LAST DATA POINT ENTERED
ENTER 3 TO RESTART ENTRY FOR THIS PIY

297.6
1267.2
9980.8
22937.6
33616
3?7776
38676.8
381¢72.8
379¢772.6
37763.2
335792
235312
69576
1312
297.6



<T

xxx INPUT DATA FOR PIT U-2 %%
DATA ENTRY CODES ARE AS FOLLOWS

ENTER © FOR LAST ENTRY
ENTER 2 71O DELETE LAST DATA POINT
ENTER 3 TO RESTART ENTRY FOR THIS

137.6
496
2435.2
18624
18441.6
2895?.§

ENTERED
PIT

- 28338,

20438.4
20352
20080
18745.6
12224
3126.4
392
140.8



X% INPUT DATR FOR PIT U-3 x%x%
DRATA ENTRY CODES ARE RS FOLLONWS

ENTER © FOR LAST ENTRY
ENTER 2 71O DELETE LAST DATA POIN
ENTER 3 TO RESTART ENTRY FOR THI

6?.2

2“.4
931.2
4137.6
73993.6
8342.4
8451.2

T ENTERED
8 PIT



71

XXX INPUT DATA FOR PIT N-3 3%x%
DATR ENTRY CODES ARE AS FOLLOWS

ENTER @ FOR LAST ENTRY
ENTER 2 7O DELETE LAST DATR POIN

T ENTERED
ENTER 3 TO RESTART ENTRY FOR THIS P

NT
1T
236
380.8
839.2
2892.
4300.
4376
46352.
4636.
4624
4684.
43060.
3299.2
9?6
211.2
73.6
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TWOPIT, A DIFFERENT APPROACH TO CALIBRATION OF GAMMA-RAY
LOGGING EQUIPMENT

ABSTRACT

The standard method of calibrating gamma-ray logging equipment is to
first determine dead time, then log test pit N-3 in the Grand Junction AEC com-
GT

pound and determine the K-factor by the equation K = A

This paper suggests a different method, using a computer to solve for
apparent dead time and a K-factor. Input to the computer is derived from logs
of two test pits with different grades and grade-thickness products, and consists
of the value of the GT (grade-thickness product) for each pit and a series of
observed counts taken at equal intervals from background to background in each
pit. A Fortran computer program for processing this data has been developed
for use on IBM 1401 and IBM 1130 computers, but can easily be adapted to any
digital computer of similar or greater size.

The method described is not represented to be a calculation of true
instrumental dead time, but is a method of arriving at a dead time type correc-
tion for several effects combined.

Advantages of the method are (1) determination of dead time type effects
based on counting geometry and count rates the same as encountered in field
logging, and (2) a calibration based on both a high grade and a low grade pit

rather than on a single grade pit.

INTRODUCTION

The construction of the Casper test pits in the summer of 1967 pro-
vided the first uniform-high-grade, apparent-infinite-thickness ore zone in
a full scale model bore hole. Analysis of both AEC and company logs of these

pits, which were obtained using conventional geiger or scintillation probes



resulted in under-interpretation of the high grade pit to varying degrees.
Investigations into the reasons for this under estimation led to development
of the two-pit concept as a means for correcting for the discrepancy.

To calibrate gamma-ray logging equipment for quantitative evaluation
of uranium ore, it is essential to know the dead time of the system. This
may be determined electronically or by the two-source method wherein first
a background measurement is taken, then a first source is placed close enough
to the probe to give a medium counting rate for the system and the count rate
in cps taken. Next a second source is placed adjacent to the first and the
count rate for both sources combined is determined, then the first source
removed the count rate for the second source only is determined.

Dead time can then be calculated by the following equation: Y

Dead time = \/c? + 3DY -C

3D
2

where C = Ma + Mg - M} - Mj

- M3 3 3 3

D =M +M - M - M

Y = M; + My - Mg - Mg

and Ml = count rate in cps, first source
M, = " """ | second source
M3 = " " " ", both sources
Mg = " " " ", background

After dead time has been determined, the next step is to determine the
proportionality constant or K-factor which relates the response of the system,
commonly expressed in terms of area under the curve, to grade-thickness

product. This is done by logging a test pit of known grade-thickness, applying



appropriate correction for dead time, using the equation N = n , to
- I-nt
each observed count rate, n, to obtain true count rate, N, and using the sum of
the true count rates &N, as a value for the area, A, under the log curve then
substituting in the equation
AK =GT (2)
as developed by Scott, et al, Y,

Area, as used in equation (2) consists of the observed counts area plus
the dead time correction area and is normally obtained bysumming the dead
time corrected count rates at half foot intervals and is thus in units of half
feet times counts per second. The value of K is commonly calculated to relate
the area so derived to the GT but can be computed for any interval of integration.

Figure 1, shows the relationship between observed count rate and dead
time corrected count rate on a log of the Casper high pit with a grade of 2.242%
eU30g made with a scintallation probe having 3/4 x 1 inch crystal and 5 micro
seconds dead time. The area between the observed and corrected log curves

represents the loss in area, or gamma-rays detected, because of system

dead time,
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TWO PIT CONCEPT

The method described in this report is not represented to be a calcula-
tion of true instrumental dead time,but insteud a method of arriving at a dead
time type correction for the entire logging system which will result in a closer
approximation to equivalent radiometric grade throughout the entire range of
count rates encountered in gamma-ray logging of drill holes.

The entire concept to be shown here is based on the previously men-

tioned equation (2).

AK =GT
where A = sum of dead time corrected counts
K = proportionality constant of system
G = mean radiometric equivalent grade
T = thickness in feet
Now consider the case of two test pits with different grade-thickness

products in which

AK =(GT) 1
represents the low grade pit and
AoK = (GT),

represents the high grade pit. Since the above relationships are true, it can

also be said that

)

AK (GT),
AK @1,
and since the expression X cancels out that
A . (GT)
% ©D, (3)



The expression A is defined as the sum of the dead time corrected
counts and may be written
A=N] +Ny +N3 ... N (4)
and it is known that

N= n (5)

where N = dead time corrected count rate
n = observed count rate
t = dead time in seconds.
Therefore, by substituting, equation (4) can be written as

A= M + ny + I3 z (6)

l-ngt 1-n,t 1-ngt I-n,t

and by substituting again,equation (3) can be rewritten as

o+ 13 + n3 ... 0z
1-njt l-nzt 1-ngt l-nzt
= (GT)
-1 (7
o O
m m m m
1 + 2 + 3 o z
l-mlt l—mzt 1-rn3t l-mzt

using the term m in the denominator to designate observed counts in the high
grade pit whereas the n in the numerator represents observed counts in the low
grade pit.

In equation (7) GTl and GT2 are known values and the various values
for the n and m terms are observed values, thus leaving t as the only
unknown in the equation. A direct algebraic solution is difficult if not impossible
because of the indefinite length of the series, but a computer solution by trial
and error is relatively simple. First the ratio of the two GT values is determined,
then by trial and error, the computer solves for the dead time that will make the

ratio on the left side of the equation equal to the ratio of the GT products.



A description and lising of the computer program called TWOPIT which solves
the equation is attached as Appendix A.

A clesi approximation to the dead time evaluation by the above computer
method can be made manually or with a desk calculator using ratios of peak
observed counts in the respective pits rather than area under the curve, pro-
vided that the "ore"” zones in the models are of uniform grade and the thickness
is equal to or greater than the diameter of the effective sample volume influenc-
ing the detector, generally 3 feet or slightly less; or provided that thickness
T, is equal to thickness T, and the ore zones are homogeneous with respect
to grade.

It has been shown by Scott, 3/, that under certain conditions

G = 2KN (8)

Then following the same reasoning as described above with respect

to areas under the curve and grade thickness products it can be said that

G, N
By similar substitutions for N and solution for dead time, t, this is
reduced to
_ n-Rm
" nm (1-R) 9)

where t = apparent dead time, in seconds
n= peak observed count, low pit
m = peak observed count, high pit

R = % eU308, low pit
% eU30g, high pit

Results obtained by this short-cut method are generally within one

microsecond of the value obtained by the TWOPIT program.



APPLICATION

Effect of Dead Time

To understand the importance of accurate dead time determination, it

is necessary to consider the effect of dead time on the interpretation of gamma-

ray logs.
Figure 2 shows dead time correction curves for 5, 10, 20, 30, and 40
microseconds, The previously mentioned equation (5) N = I-—anf""— was used

in construction of the graphs. As a guide for interpreting this chart, lines
have also been drawn to show a 50% and a 100% correction to observed count
rates, Because of uncertainties involved in determining a true dead time
value, and the large effect resulting from a small change in dead time at high
count rates, it would be advisable to choose equipment with detector size and
dead time characteristics such that not greater than a 50% correction to
observed counts would be required at the highest count rates encountered in
ore hole logging. Using this criteria it can be seen that the maximum
observed counts should not exceed 65,000 cps for a system with 5 microseconds
dead time, 33,000 cps for 10 microseconds, 17,500 cps for 20 microseconds,
etc.

Another way of determining the possible error that is introduced by
a small error in dead time determination is illustrated in Figure 3. This

figure shows the approximate relationship between peak observed count rate
n
1-nt
A value for K of .00002 was used for construction of the graphs. This

and equivalent % U3Og by equation (8), G=2KN modified to G=2K

value is within the range encountered for 3/4 x 1 inch crystals in scintillation
logging probes.

At an observed count rate of 30,000 cps it is evident from the graph
that if 5 microseconds are used the interpreted grade would be 1,41% eU308,
whereas if 10 microseconds are used the grade would be 1.71%--» difference

of 0.30%,and as dead times were increased the same microseconds difference
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would create a progressively increasing error. To see this effect more clearly,
consider a 1 microsecond difference between 9 and 10 microseconds and between
19 and 20 microseconds at a rate count of 30,000 cps. The interpreted grades at
9 and 10 microseconds are 1.64% and 1.71% eU308 respectively; a difference of
.07%, while the interpreted grades at 19 and 20 microseconds are 2.79% and
3.00% eU30g; a difference of 0.21% or 3 times as great an effect as 1 micro-
second had between 9 and 10 microseconds.

It is obvious that dead time plays a vital role in interpretations and

must be determined in a manner which will reduce possible error to a minimum.

Evaluation

To support the premise presented in this paper, the Casper test pits
were logged with Unit LP-1, probe 4. This is an AEC owned logging unit
developed, constructed, and operated by Lucius Pitkin, Inc., an AEC service
contractor. The following table shows the conventional factors and the factors

arrived at by the TWOPIT program:

TABLE 1

Interpretation Factors for Probe 4

Conventional TWOPIT
Deadtime (microseconds) 4.9 8.66
K Factor .00001948 .00001925

Figure 4 is a reproduction of the TWOPIT computer program output
which generated the TWOPIT factors shown in Table 1. )

The data, taken at half foot intervals from the analog record of the
test pit logs, were interpreted using both conventional and TWOPIT factors.
The total area under the curve was used rather than the customary "tail factor"

method. Results are shown in Table 2.

- 11 -



From the results shown, it is obvious that there is little difference
at grades in the range of the low grade test pit, but that the error is reduced
considerably by use of TWOPIT factors in the grade range of the high grade
pit.

The question now is: At what grade does the difference become signi-
ficant? There is no definite answer to this but a relative comparison of the
two methods through a range of grades can be shown by plotting observed
counts against percent eU308 using the previously mentioned approximate
relationship, G=2KN, and converting observed counts to corrected counts
before substituting in the equation, Figure 5 is such a comparison of
TWOPIT and conventional factors for probe 4,

It must be remembered that the tables and figures are for specific
pieces of equipment and that each logging tool is somewhat different from
every other in its response, thus each unit and probe combination must be
individually evaluated rather than using a general correction for all combina-

tions,

-12 .
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THE USAEC NEITHER REPRESENTS NOR WARRANTS THE INFORMATION CONTAINED
HEREOMN TO BE ACCURATE IN ALL RESPECTS AND MAKES NO RECOMMENDATIONS THERETO

PROGRAM TWOPIT RESULTS

DATE OF COMPUTER RUN APRIL 9» 1969
NO RANGE CORRECTION USED FOR THIS DATA

PITS CASPER PITS DATE LOGGED 01/724/69
COMPANY LUCIUS PITKIN LOG READINGS TAKEN AT - 050 FOOT INTERVALS
UNIT LP=~1 RATIO = GT(LOW)/GTIHI) = 01476360
PROBE 4 APPARENT DEADTIME USED = 8660 MICROSECONDS
XL SIZE = #475X1.00 WHEN RATIO-AREA(LOW/AREA(HI) = 061476771
LOW PIT DATA HI PIT DATA
GT = 099300 GT = 6472600
OBSERVED CORRECTED OBSERVED CORRECTED
COUNTS COUNTS COUNTS COUNTS
100. 100. 200, 200,
300. 301. 700 704,
1150, 1162, 2850. 2922
4900, 5117 14500, 16582
7650, 8193. 34100. 48390,
8150, 8769 39750 60616,
8020 8619. 40000 61200,
7950 8538, 40250, 61787
6700, 7113, 38350, 57420,
2800 2870, 24500 31098,
550 553 6250 6608.
170, 170, 1400, 1417,
80. 80 350 351.
AREA = 51583, AREA = 349295,
K FACTOR = 0.00001925 K FACTOR = 000001926

Figure 4
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TABLE 2
INTERPRETATION OF TEST PIT LOGS, UNIT LP-1, PROBE 4

LOW PIT HIGH PIT

Observed Dead Time Corrected Count Observed Dead Time Corrected Count

Count Conventional TWOPIT Count Conventional TWOPIT
100 100 100 200 200 200
300 300 301 700 702 704
1,150 1, 157 1,162 2, 850 2,890 2,922
4,900 5,021 5,117 14, 500 15, 609 16,582
7,650 7,948 8,193 34, 100 40,941 48, 390
8, 150 8,489 8,769 39, 750 49, 365 60,616
8,020 8, 348 8,619 40, 000 49,751 61, 200
7,950 8,272 8, 538 40, 250 50, 138 61,787
6,700 6,927 7,113 38, 350 47,224 57,420
2, 800 2,839 2,870 24, 500 27,842 31,098
550 551 553 6, 250 6,447 6,608
170 170 170 1, 400 1,410 1,417
80 80 80 350 351 351
Total Area = 50, 202 51, 583 292,870 349, 295
Area x K=GT = .,9779 .9930 5.7051 6.7239
Thickness = 3.0 3.0 3.0 3.0
GT/T=% eU30g= .326 ,331 1.902 2.241
Accepted Value .331 .331 2.242 2.242
% error -1.51 0.00 -15.17 -0.04
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SUMMARY

The method described in this report is not represented to be a calcula-
tion of true instrumental dead time but instead a method of arriving at a dead
time type correction for the entire logging system which will result in a closer
approximation to equivalent radiometric grade throughout the entire range of
count rates encountered in gamma-ray logging of drill holes.

The dead time effect calculated is a combination correction to com-
pensate for true instrumental dead time, non linearity of ratemeter, recorder
errors including improper zero adjust, and a photoelectric absorption effect
of low energy gamma-rays by high concentrations of uranium (Dodd, personal
communication). It is thus a total system evaluation that can be affected by
many things other than true dead time.

Certain cautions must be taken before using the method, but in general
these cautions are the same for conventional calibration techniques. The
equipment used should:

1, Have linear response between all ranges.

2. Have constant electronic dead time, not rate sensitive,

3. Have linear counting capability above the rate encountered in

the high grade pit.

4, Operate on the plateau region for the detector and give

repeatable results.

If the above equipment conditions are met, the TWOPIT method will
give calibration factors which will result in errors of interpretation no greater

than the error in the assigned radiometric grades of the test pits.

- 16 -
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PREFACE

This is a progress report on spectral gamma-ray logging studies conducted
during the period from 1978 to 1980. 1Its contents first appeared as a
series of unpublished technical notes. The series has now been edited and
compiled.

The results presented are based mainly on experiments performed at the United
States Department of Energy (DOE), Grand Junction calibration facility. The
theoretical calculations of gamma-ray transport were performed at the Los
Alamos Scientific Laboratory (LASL) in work funded by DOE, Grand Junction.

An explanation and diagrams of the equipment used in the Grand Junction
experiments are included in the appendix of this report.
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Technical Note 1

CALIBRATION

INTRODUCTION

Calibration of radiation probes for exploration purposes relates the count
rate in the probes' detectors to the concentrations of radioelements producing
the counts. For spectral gamma-ray probes, calibration relates the number of
gamma rays in specific energy windows to concentrations of potassium (K),
uranium (U), and thorium (Th). The methods of collecting and analyzing cali-
bration data are discussed in the following sections.

CALIBRATION THEORY

The number of gamma rays observed by a detector is assumed to be a linear
function of the surrounding radioelement concentrations. Thus, an observed
count rate R due to concentration C of gamma-emitting elements can be written

R = AC (1)
where A is a proportionality constant.
Ideally, only gamma rays from a single radioactive source contribute to counts
in a limited energy range or window; however, it is possible for gamma rays
with energy initially outside a window to shift into the window (e.g., by
Compton scattering). Because of this energy shift, it is necessary to calcu-
late the contributions in each energy window from gamma rays of all the pos-

sible sources. The right side of equation (1) can be expanded as follows to
show contributions to the counts, R, from all gamma rays:

R = AC + > (A'C") (2)

where the summation (Z) is over all gamma emitters that contribute to R by
energy shifts into the R window. For potassium, uranium, and thorium (KUT)
analysis, there are three terms on the right side of equation (2):

R=AG +4C +AC (3)

where q_,(b, and qi represent the concentrations of potassium, uranium, and
thorium, respectively.

Because R can represent the count rate in any energy window, it is convenient
to adopt the following index notation:

3
EARP R IR “)
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where

R. = count rate in 4 th window

AL . — . .

Cp = concentration of £ th radioactive element

AL@ = constant relating count rate in 4Ath window to the

concentration of £th element.

For KUT analysis the following index convention is used:

potassium (K) window (1.32 MeV to 1.57 MeV)
uranium (U) window (1.650 MeV to 2.390 MeV)
thorium (Th) window (2.475 MeV to 2.76 MeV)
potassium (K)

uranium (U)

thorium (Th).

VYV VVVYV

N P N S,
|
W= Wwiro =

For data collected in borehole models, where the concentrations of K, U, and
Th are known, an additional index is added to the count rate and concentration
variables to identify the calibration model used. Thus, equation (4) becomes:

3 (5)
..o =N A :
Rij gZiALKCKj

where the added index "j" indicates the model. The following convention is
used for j:

f=1<

> model with large relative K concentration (K model or

K pit)

§= 2 <=> model with large relative U concentration (U model or
U pit)

§= 3 <=> model with large relative Th concentration (Th model

or Th pit).

The double indices are interpreted as follows:

R;; = Count rate in (th window in jth model
Cgj = Concentration of £th radioelement in jth model

Aip = Constant relating count rate in £Lth window to the
concentration of the £th radioelement.

Equation (5) can be written in the matrix form

R=AC (6)

where R, A, and { are all 3x3 matrices. Inverting equation (6) gives

A=RC e
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and

AL = (R ®)

where C_l is the matrix inverse of (, and A_l is the matrix inverse of f.
Equations (7) and (8) determine the calibration matrices A and A‘l from
counting data, R, collected in the models where the concentrations, C, are
known. A computer program (PADCAL) has been written to perform the actual
matrix calculations (Stromswold and Kosanke, 1978).

The calibration matrices f| and A_l relate the response of the radiation
detector in counts per second to the concentration of radioelements producing
the counts. These calibration matrices provide a means for analyzing count
rate data collected in the field where concentrations are not already known.
The equation for converting count rate to concentration is

C= A'lR‘ (9)

where i1 is the 3x3 calibration matrix, and ( and R are 3xl matrices. The
three elements of the R matrix are the count rates observed in the K, U, and
Th windows. The calculated concentration matrix has as its three components
the concentrations of K, U, and Th.

Equation (9) can be written in non-matrix notation as follows:
31 _l O
C; —zzi(Aisz) (10)

. . . . -1, ,
where C; is the concentration of the {th radicelement, A., is the (L,£)
element of the A_ matrix, and RE is the count rate in the £th energy window.

CALIBRATION METHODS

The spectral gamma-ray KUT probes are calibrated using the borehole models
located at Grand Junction, Colorado. Three models (pits) are used for
calibration, and each has an enhanced concentration of potassium, uranium, or
thorium. The models are labeled by their prominent radioelement although
each model contains traces of all three radioelements. The concentrations of
these models are given in Table 1-1.

For KUT borehole probes, background count rates are from the radioactive
source contained in the probe and used for energy stabilization. These
background rates are determined using a large water tank or reported count
rates for the standard BFEC detector and source configurations (Technical

Note 2). The background count rates for the KUT energy windows are subtracted
from measurements in each of the borehole models.
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Table 1-1. Concentrations of Borehole Calibration Models

Model % K ppm U ppm Th
K 6.76 + 0.18 2.7+ 0.3 2.4 + 0.6
U 0.84 + 0.24 498.3 + 12.1 5.6 + 1.3
Th 1.44 + 0.08 28.3 + 1.0 505.5 + 12.1

NOTE: Statistical uncertainties quoted are one standard deviation.

The detectors used in the KUT probes are NaI(Tf) crystals of various
dimensions. All crystals are larger than those generally used for gross-gamma
surveys. Typical gross—gamma detectors have volumes less than 2 cubic inches,
whereas most KUT detectors used by Bendix Field Engineering Corporation (BFEC)
have volumes larger than 10 cubic inches. These larger volumes make it
possible to collect statistically significant data in the K, U, and Th windows
at logging speeds up to 5 feet/minute with counting periods of 5 to 10
seconds.

Several KUT probes contain two NaI(Tg) crystals. For these probes, the
crystal having the smaller volume is used only when mineralized zones are
encountered which are radioactive enough to overload the counting capability
of the larger crystal. The physical specifications of the KUT probes built
and operated by BFEC are given in Table 1-2.

The counting times used for calibrating the KUT probes in the models vary with
both the probe and the calibration model used. These counting times are given
in Table 1-3 for the three borehole models and the water tank. The counting
times scale approximately as the inverse of the detector volume with the
result that the precision in the calibration data is essentially independent
of detector size. The detector volumes have been divided into three
categories as follows:

25 in3 to 35 in3 (large volume)
15 in3 to 25 in3 (medium volume)
5 in3 to 15 in3 (small volume).

The inclusion of the volume ranges in Table 1-3 provides a means for
determining appropriate calibration times for detectors in newly constructed
probes.

Until recently, probes have been calibrated in the models by collecting data
at five separate points within each model. The process of moving the probe
several times during calibration is time consuming for the operator; hence,
the need for these separate data collections has been tested by comparing the
averages of the five points with the data from the single point at the center
of the ore zone. The data used in these tests are the regular calibration
data collected over a period of 8 months. The results are shown in Table 1-4.
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Table 1-3. Calibration Counting Times

Detector Volume Counting Time (seconds)
Probe I.D. Range (in3) K Model U Model Th Model Water Tank

241-L

25 V<35 1500 1000 1000 2000
242-L
231
232

15 < V<25 3000 2000 2000 4000
252-L
253-L
241-S
242-5

5<<VvV<15 4500 3000 3000 5000
252-S -
253-8

Note: The "L" and "S" on the Probe I.D. designate long and short detectors
in dual detector probes. )

The closeness of the averaged calibrations to the single point calibrations
shows that it is necessary only to collect data at the center of the ore zone
for acceptable calibrations. The uniformity of the data in Table 1-4 also
shows that there is no difficulty in positioning the probe at the center of
the ore zone. As a check on equipment operation two separate data collections
are now made during calibration without moving the probe. Consistency between
two sets of data provides confidence that the equipment did not malfunction
(e.g., stop prematurely) during data collection.

SUMMARY

Calibration data for spectral gamma-ray probes are collected in the Grand
Junction models. The counting times for collecting these data vary with
detector size, and appropriate times have been presented in Table 1-3 for a
range of detector volumes.

The collected data are analyzed using matrix mathematics to obtain the
conversion factors between count rates and concentrations and to determine the
gamma-ray scatter components that produce interferences among the discrete
energy windows. In this technique of analysis, ialibration consists of
determining the matrix A_l using equation 8. [~ can then be used to
calculate (equation 9 or 10) unknown concentrations in the field based on
observed count rates.
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Table 1-4. Comparison of Calibration Data Taken at One Point and at
Five Points

we/et

K rodel
K CHANNEL , U CHI%!NEL - Th CHANNEL
=
pei 2 o— € 3 ! 3 S aw -4 £ A [P = 23 b o
53 =~ 1ggl Sa oW 283 {%mé 5w 53 %3 | BuE |5 5V 28 | &a%
2 3 1gel %% TE sce | £E5 | ¢ S SfE | £E5 |5% S g sEEleeg
&- 1 8 |5 s -5 . €85 838 | 5% %5 £55 | §5& |5 <5 £55 | 558
83, & 8 | £3 £8 | 428 S 28.| £8 £8 N B £38 $28 ] 28,
G/6/78 | 252-S| 600 5240 9.033«.12 i 8.983 | 53%90.2 AR 1.196:.04 1.133 680.2 70 0.116*.0C1 0.11% 690
6/5/718 | 252-L 400 14552 1+ 36.380:.30 ! 36.102 ' 14440.8 1779 4.440: .10 4.430 i 1772.2 215 0.537+.03 0.503 201.2
6/5/78 242-S 600 10361 : 17.268£.16 ‘ 17.103 1 10262. 1749 2.915:.06 2.988 1793.0 57 0.095:,01 .16 69.8
6/1/78 | 242-L | 400 21568 ‘ 63.920:.36 53.930 | 21572.2 2523 6.307:.12 6.45] 2580.6 260 0.650+.04 0.648 259.2
5/25/78) 242-L | 400) 20573 | 51.832:.3% 51.295 y 20518.2 2867 7.167:.13 7.119 2847.8 284 0.710+.04 0.720 288.2
3/29/78 ) 252 400 6062 « 15,155:.19 15.081 1 6032.6 6062 2.295+.07 2.330 932.0 107 0.267+.02 0.303 121.4
3/29/78 23 400 10627 ‘ 26.567+.25 26.835 10734.2 1388 3.470:.09 3.494 1397.8 228 0.570+.03 0.529 211.8
3/29/78‘ 242-S | 400 4357 10.892-.16 10.944 I 4377.6 654 1.635+.06 1.664 665.8 66 0.165+.02 0.158 63.2
3/29/78% 242-L) A0DD| 22388 55.970:.37 } 55.730 “ 22292.0 3566 8.915:.14 9.049 3619.6 425 1.062¢.05 1.038 415.4
2/21/78 252 400 6059 15.147:.19 | 15.194 6077.8 m 1.777+.06 1.845 738.0 80 0.200:+,02 0.196 78.6
2/14/78 242-S | 800 4350 10.875:.16 | 10.749 4299.6 644 1.610:.06 1.651 660.4 69 0.172+.02 0.139 55.6
2/13/78 242-L { 400 22638 56.595+ .37 1 56.334 22533.0 3254 8.135:.14 7.9205 3168.2 277 0.692+.04 0.736 294.4
U Model
6/6/78 252-S | 300 25167 83.890' .52 I 83.576 ' 25073.0 23266 77.553:.50 77.362 l 23208.6 41 1.370+.06 1.464 439.2
6/5/78 252-L 200 | 69983 349.915:1.32 ‘ 348,128 1 69625.6 71556 357.780:1.33 357.011 ' 71402.2 1999 9.995¢ .22 10.072 2002.4
6/5/78 : 242-S 300 31732 105.773+.59 105.906 31772.2 26720 | 89.066:.54 89.130 i 26739.2 494 1.646+.07 1.822 546.8
6/1/78 242-L 200 | 96290 = 481.450:1.55 . 480.534 96106.8 97005 ] 485.025+1.55 | 488.830 97766.0 2589 2.945+ .25 13.033 2606.6
5/25/78 ‘ 282-L 200 97554 1 487.770:1.56 486.062 97212.4 102841 514.205+1.60 514.345 102869.0 3373 16.865 .29 16.684 3336.8
3/29/18 3 252 200 | 29766 148.830- .86 ; 149.313 | 29862.6 29686 148.430+ .86 148.855 29771.0 923 4.615:.15 4.606 921.2
3/29/78 ‘ 231 200 ] 49153 245.765:1.10 ; 246.105 ; 49221.0 50071 250.355+1.11 250.088 50017.6 1636 8.180+.20 8.513 1702.6
3/29/78 242-S 200 19533 97.665* .69 ‘ 96.580 i 19316.0 17736 88.680: .66 ‘ 87.634 17526.8 319 1.595+.08 1.481 296.2
3/29/781 242-L 200 | 98845 | 494.225+1.57 491,31 ’ 98262.2 104254 521.270:1.61 521.287 104257.4 3212 16.060: .28 16.177, 3234.2
2/21/78 ! 252 200 29332 146.660 .85 147.034 29406.8 28546 142.730: .84 142.213 28442.6 685 3.425-.13 3.384 676.8
2/14/781{ 242-S 200 19627 98.135-.70 . 96.823 1 19364.6 16956 84.780° .65 84.468 16893.6 292 1.460:.08 1.432 é86.4
2/13/78 242-L 200 98688 | 493.440:1.57 ] 491,567 98313.4 102359 511.795-1.59 511.587 102317.4 3032 15.160+ .27 15.521 3104.2
Th Mode!
6/6/78 252-S 300 9418 31.393 .32 ] 30.974 { 9292.2 15435 ] 61.450- .45 60.869 18265.8 49P61 } 16.203- .23 { 16.116 4834.8
6/5/78 252-L 200 24161 120.805- .77 119.983 \ 23996 .6 50247 ' 261.235-1.12 250.0%0 I 50018.0 } 15245 | 76.225 .61 77.034 15406.8
6/5/78 242-S 300 14217 47.390- .39 47.214 i 14164.4 22512 75.040- .50 74.710 22412.6 5254 17.513-.24 17.230 5168.4
6/1/78 242-1 200 35197 175.985-.93 175.090 | 35018.2 65980 i 329.900-1.28 329.660 ' 65932.2 21331 106.655- .73 | 106.690 21338.2
5/25/78 242-1 200 34022 170.110- .92 170.570 ; 34114.6 67233 | 336.165°1.29 336.240 ! 67247.2 20741 | 103.795-.72 (103.700 20740.8
3/29/78. 252 200 9963 49.815: .49 439 570 i 9914.7 21530 | 107.650 .73 106.39¢ i 21278.2 6038i 30.190- .38 30.270 6053.2
3/29/78i 23 200 16706 83.530 .64 83.310 )( 16661.0 32456 ' 162.280- .90 161.470 32294.9 12033: 60.165" .54 59.000 11800.4
3/24/78| 242-S 200 8094 40.470- .44 39.510 | 7901.0 14841 74.205- .60 73.780 ' 14755.1 3376} 16.880- .29 16.840 3368.8
3/29,78 262-L 200 35017 175.085:.93 174480 ‘ 34896.2 67632 338.160°1.30 ’ 336.940 | 67388.2 ?IQSSF 109.775-.74 [ 102.870 21773.6
221478 252 200 9987 49,910 .49 50.210 ; 10081 .6 20731 193,655 .71 103.570 © 20713.4 hDET , 30.335-.38 30.190 6037.6
2/14/78| 242-5S 200 8201 41.005- .45 40.780 j 8156 14829 74.145- .60 73.540 | 14708 4 31271 15.635- .27 15.700 3140
2/13/78 242-L 200 35282 176.410- .93 175.77OJ 35143.4 6661 334.305-1.29 333.760 J 66751.2 222991 111.495- .74 [ 111.740 22348

Note: Uncertainties are one standard deviation,







Technical Note 2
KUT BACKGROUND CORRECTIONS

ABSTRACT

Measurements have been completed that identify and quantify the sources of
background for Bendix KUT probes. Results of these measurements show that the
only significant source of background is instrumental and is from the pile-up
of 0.835 MeV 5%Mn pulses into the K and U energy windows. Pile-up count

rates are presented for the standard Bendix KUT detectors: the l-inch x 6-inch
filtered and the l.5-inch x 12-inch unfiltered-sodium iodide (Nal)
scintillators.

The K, U, and Th window count rates contributed by ShMn pile—up were
determined as a function of source strength. The pile-up contribution to the
Th window count rate is negligible except for source strengths much higher
than those employed with Bendix probes. The K and U window count rates
contributed by 5%Mn pile—up are significant, especially for the smaller
l-inch x 6~inch filtered detector, for the range of source strengths employed
with Bendix KUT probes.

Analytic polynomial fits were obtained for the K and U window pile-up count
rates as a function of 2%Mn source strength for the two Nal detector sizes.
These analytic expressions may be used in KUT log analysis algorithms to
subtract the instrumental background count rates from KUT calibration data and
from field logs.

For the nominal logging conditions where uranium and thorium concentrations
are in the few ppm range, the effect of 54Mn pulses piling up with formation
gamma-ray pulses is negligible. At higher uranium and thorium grades (greater
than 100 ppm) this effect remains less than 1 percent and may be neglected.

When 2%Mn pile—up count rates are not available because of a nonstandard
detector configuration or because of incomplete knowledge of the >4 source
strength, direct measurements may be obtained in a low background model now
available at the Grand Junction calibration facility.

INTRODUCTION

In the calibration of spectral gamma-ray probes, test models of known
potassium, uranium, and thorium concentration are used to relate count rates
to concentrations. Background counts which are not related to the test model
concentrations must be subtracted from both the calibration data and from
subsequent field data. This technical note discusses the theory of background
subtraction for KUT logging probes, and presents background measurement
results and a correction procedure,

THEORY OF KUT BACKGROUND SUBTRACTION

The calibration of a KUT probe is discussed in Technical Note 1. Background
count rates are subtracted from the calibration data before they are related
to concentrations. The resulting 3 x 3 calibration matrix is called A-L.

Concentrations are calculated from field KUT logs using the matrix equation

C= AR (1)
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where C is a 3 x 1 matrix whose elements are the desired concentrations of
potassium (%), uranium (ppm), and thorium (ppm) and R is a 3 x 1 matrix whose
elements are the measured, unstripped count rates for potassium (K), uranium
(U), and thorium (Th).

Concentrations are determined by subtracting background count rates before
multiplying by the calibration matrix j-1:

Cz = A (R-B), 2)

In equation (2), B is a 3 x 1 matrix containing the background count rates for
K, U, and Th, and is the background corrected concentration matrix.
Comparing equations (1) and (2) it is clear that the calculated concentrations
will be too high if background is not subtracted from the observed counting
data.

ORIGIN OF BACKGROUND COUNTS

In this discussion, background counts are defined as counts in a detector
which are not attributable to the presence of K, U, or Th. In KUT probes
containing a radioactive source for energy stabilization, this source can be a
major contributor to background. In KUT probes used by Bendix, 54Mn sources
of approximate strength 0.7 and 4 microcuries are used to stabilize the large
and small detectors, respectively. This source produces a gamma ray of energy
0.835 MeV, which is well below the KUT energy windows. However, the chance
arrival of two 0.835 MeV gamma rays at the same time in a detector produces a
sum or pile—up spectrum that looks similar to the pulse height spectrum from a
single gamma ray having approximately twice the energy of the individual gamma
rays. This pile-up spectrum extends in energy to twice 0.835 MeV or 1l.67 MeV
and gives counts in both the K and U energy windows.

Chance coincidences can also occur with one 0.835 MeV gamma ray from 5%Mn

and another gamma ray from a different source. When the summed energies fall
in the K, U, or Th windows, they produce background counts. In mineralized
zones where uranium or thorium is present, there is an abundance of low energy
gamma rays due to Compton scattering. These gamma rays can have chance
coincidences with %Mn gamma rays and contribute to the background. This
contribution is not constant, rather it is a function of the concentrations of
radioactive elements in the formation.

A second source for background counts is cosmic rays and their secondary
radiations. Cosmic rays are charged particles that enter the earth's
atmosphere. The energy of cosmic rays is generally much higher than that of
the K, U, and Th windows, and consequently few cosmic rays contribute directly
to the background. The interactions of cosmic rays with material near the
detector, however, can produce gamma rays which contribute to background
counts. These contributions are negligible when the probe is more than a few
feet below the surface of the ground. Only during calibration in shallow
holes and at the ground level is there any cosmic-induced background.

Background counts can be produced by the presence of radiocactive elements that
emit gamma rays having energies within K, U, or Th windows. This origin of
background is generally minor compared to other origins of background counts,
and it seldom produces serious problems for data analysis.

26



Finally, background counts can come from the photomultiplier tube on the
detector. These counts are low in energy, and they do not produce any
significant contributions to the K, U, and Th windows in a properly operating
probe.

BACKGROUND MEASUREMENTS

The background measurements reported here were performed in two distinct
geometries but always employed a 2.125-inch diameter Bendix KUT probe with
analog signals driven through 3000 feet of 4HO logging cable. Pulses from the
logging cable were reshaped using an Ortec 572 spectroscopy amplifier and then
analyzed with a Tracor Northern model 1710 multichannel analyzer.

In the first geometry, the KUT probe was placed inside a lead cylinder
approximately 1.4 inches thick having an inside diameter of 4.5 inches and a
length of 5 feet. This arrangement was used to measure pile~up count rates in
the KUT energy windows as a function of 54Mn source strength.

The second geometry became available at a later time and represents a superior
shielding arrangement. The probe is placed within a water filled tank 6.5
feet in diameter and 8 feet long. The tank is constructed to accept liners of
various diameters attached along its axis. A 4.5-inch diameter PVC liner was
used to simulate the standard borehole condition. This arrangement was used
to determine the origin of KUT probe background counts.

Identification of Background Sources

A 1.5-inch x 9-inch Nal detector with the standard probe and signal processing
system was placed at a depth of 5.5 feet at the center of the water filled
tank. In one measurement, a 0.6 microcurie 54Mn source was taped to the
detector wall at its approximate midplane. 1In another measurement, the
detector was placed at the same depth but without the 54Mn source. Both
measurements were for 2000 seconds. Figure 2-1 shows the spectra for these
two measurements. Both spectra contain 1024 channels. The plots are
semilogarithmic with the vertical axis expressed in counts/channel. The KUT
energy windows and the Shmn pilot window are labeled in the figure. The

Mn spectrum shows clearly the pile-up or sum distribution that occurs
between the source energy of 0.835 MeV and twice this energy at 1.670 MeV,
The sum peak occurs at the lower edge of the U window. K window pile-up
counts are from the continuum portion of the sum spectrum. The spectrum
without the “Mn source shows some structure at energies below the KUT
windows. This is most likely caused by high energy cosmic-ray produced
interactions in the detector. These interactions yield saturated pulses from
the linear amplifier along with associated low amplitude reflection pulses due
to the 3000-foot logging cable. The saturated pulses are excluded by the
upper level discriminator of the multichannel analyzer but the low amplitude
reflections appear as low energy peaks in the spectrum. The count rates from
this background source are negligible when compared to those from the nominal

Mn strength of 0.6 microcuries. The very few counts observed above 1.67
MeV and including the Th window are the same for both spectra, showing that
there is no pile-up contribution to the Th window. The measurement without a
54Mn source was repeated but with the probe inside a 4.5-inch diameter PVC
liner centered within the water filled tank. Measurements were taken with the
probe at the same 5.5-foot depth and with the PVC liner both dry and water
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filled. Results were virtually identical to the previous measurement without
the liner. Results of all 4 measurements are summarized in Table 2-1.

Table 2-1. Background Measurements for a l.5-inch x 9-inch Nal Detector
As Taken in the Water-Filled Tank

Measurement K Window U Window Th Window

Condition (cps) (cps) (cps)

0.6 yCi 2%m 3.83 1.34 0.036

No 2%Mn or liner 0.16 0.17 0.024

No 54Mn, dry liner 0.15 0.16 0.036

No “Mn, Water 0.15 0.16 0.037
filled liner

It is clear from these results that when KUT probes are placed in the
calibration models at a depth of 5.5 feet to obtain calibration data the
pile-up count rates from the S%n source are the onl significant source of
background. The 0.6 ;Ci strength is typical of the “Mn sources employed
with the large detector in Bendix KUT probes. Count rates observed in the K
and U windows without a S%Mn source are negligible in comparison. The
observed Th window count rates are negligible in all 4 measurements, having a
thorium concentration equivalent of less than 0.3 ppm.

There is another effect that tends to complicate the 54Mn pile-up background
correction when measurements are performed in formations or models with high
uranjium or thorium concentrations. When count rates from the low energy
continuum region of the spectrum from uranium or thorium become comparable to
the 3*Mn count rates then the chance that a 9%Mn pulse will sum with a low
energy formation gamma-ray pulse becomes significant. Simultaneous with this
effect is the random pile~up of low energy uranium or thorium pulses with each
other. This effect can both remove from and add to the K, U, and Th window
count rates.

These two effects that involve random summing of formation gamma-ray pulses
either with 24Mn pulses or with each other are grade dependent. Corrections,
therefore, are nearly impossible to make. These effects are second order in
nature for the vast majority of logging environments. They are probably not
important until uranium or thorium concentrations exceed several hundred ppm,
and then only when using the larger of the detectors in Bendix KUT probes.

For the present, KUT background corrections will include only the S4yn

pile-up count rates. These rates will be subtracted from both calibration and
field data. Future KUT logging systems should include down-hole linear gating
circuitry to reduce count rates on the logging cable and uphole pile-up
rejection circuitry to eliminate those events which are randomly summed.

54Mp Pile-up Count Rates

1.5-inch x 12-inch Sodium Iodide Detector. The 2%Mn pile-up distribution

contributes to both the K and U windows, but only slightly to the Th window

count rates (See Figure 2-1). Pile—up spectra were obtained for a range of
Mn source strengths to determine the K and U window pile-up count rates as
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a function of source strength. The Shyn gamma-ray sources were always taped
to the detector wall at its approximate midplane. Certain source strengths
were obtained by combining two or more of the Shn sources. All measure-
ments were performed in the lead cylinder described earlier. Table 2-2
contains the basic instrumental background data for the l.5-inch x 12-inch Nal
detector. The window counts corresponding to zero 54Mn source strength are
due to external background transmission through the shield. Table 2-3
contains the data as reduced to count rates and as corrected for the
contribution from the external background.

Table 2-2. Instrumental Background for the 1.5-inch x 12-inch Nal
Detector as Contributed by Pile-Up Counts from the 54Mn
Stabilization Source.

54Mn Source Count
Strength K Window U Window Th Window Time
(uC) Counts Counts Counts (Seconds)
0 9610 7405 1599 6000
0.31 13764 8698 1648 6000
0.42 20773 11640 1883 6000
1.16 73276 27322 1763 6000
3.91 833986 309254 9433 6000

Table 2-3. Net Instrumental Background Count Rates for l.5-inch x 12-inch
Nal Detector. The Count Rates for No 54Mn Source Have Been
Subtracted From the Rates for Each Source Strength.

54 mn Source
Strength K Window U Window Th window
uc) (cps) (cps) (cps)
0.31 0.692 0.216 0.008
0.42 1.86 0.706 0.048
1.16 10.61 3.32 0.027
3.91 137.4 50. 31 1.31

Figure 2-2 is a plot of the numerical results presented in Table 2-3. This is'
a semilogarithmic plot of both the K and U window pile-up count rates from the
54Mn source. The pile-up contribution to the Th window is negligible for all
but the highest source strength of 3.91 microcuries. Since this strength is
never used with the 1.5-inch x 12-inch detector of the Bendix KUT probes, the
pile-up background will be neglected for the thorium window. The horizontal
axis is expressed both in microcuries of 54Mn and in terms of the ~“Mn pilot
window count rate. For the 1l.5~inch x 12-inch detector, the pilot window yields
the following:
2400 + 20 counts/sec

= “Y Ycurie 2%Mn
The pilot window count rate will be utilized later in the recommended
correction procedure for KUT field logs. Analytical expressions fit to these
data will always be given as a function of the Shmp pilot window count rate.
The solid curves shown in Figure 2-2 are the result of third order polynomial
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Figure 2-2. 54Mn pile-up background count rates for the 1.5-inch x
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least squares fits to the measured results. The corresponding analytical
expressions are given on the figure, where pilot window count rate S has units
of thousands of counts/second (KCPS). These expressions represent excellent
fits to the measured data over the range of source strength from 0.3 to 4
microcuries. The uncertainties for the measured data are smaller than the
symbols plotted in Figure 2-2 with the exception of the U window count rate
for the 0.3 microcurie source strength. For this point the uncertainty is
shown as a vertical bar.

l-inch x 6-inch Filtered Nal Detector. The experimental arrangement for these
measurements was the same as for the l.5-inch x 12-inch detector. A larger
range of 5% source strengths was employed because of the smaller crystal
size. X, U, Th, and Shmn pilot window counts were obtained from the
spectrum for each source strength. The results are summarized in Table 2-4,
Table 2-5 contains the data reduced to count rates and corrected for the
external background contribution. As with the 1.5-inch x 12-inch detector
data, the Shyn pile-up contribution to the thorium window is negligible for
all but the highest source strengths of 4.08 and 6.10 microcuries. Figure
2-3 is a semilogarithmic plot of the numerical results contained in Table
2-5. For the 1l-inch x 6-inch filtered detector, the pilot window vields

counts/sec

418 6 pecurie 54Mn

The analytic expessions presented for K and U instrumental background count
rates result from third order polynomial least squares fits to the logarithm
of the measured data. The fits were made to the logarithm of the measured
data because direct polynomial fits were unsatisfactory. The dependent
variable S represents the Shyn pilot window count rate in thousands of

counts per second (KCPS). The fits represent the data well for the range of
source strengths from 0.5 to 6 microcuries. The dashed curve is a visual fit
to the very small pile-up contribution to the Th window at the higher source
strengths.

Table 2-4. Instrumental Background for the l-inch x 6~inch Filtered Nal
Detector as Contributed by Pile-~Up Counts From the 54
Stabilization Source.

54Mn Source Count
Strength K Window U Window Th Window Time
(K] Count Count Count (Seconds)
0.0 6757 6317 1299 25200
0.59 12414 9188 1711 32911
1.04 13655 7212 1024 20898
1.04 8039 4324 633 12100
1. 62 15188 6277 792 14000
2.61 43046 14252 1138 20000
4.08 29906 7024 268 3500
6.10 58429 14322 364 3800
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Table 2-5. Net Instrumental Background Count Rates for the l-inch x 6-inch
Filtered Nal Detector. The Count Rates for No 5%Mn Source
have been Subtracted from the Rates for Each Source Strength.

54Mn Source
Strength K Window U Window Th Window
@C) (cps) (cps) (cps)
0.59 0.109 0.028 0 .0004
1.04 0.385 0.094 -0.0026
1.04 0. 396 0.107 0.0008
1.62 0.817 0.198 0.005
2.61 1.884 0. 462 0.005
4,08 8.28 1.76 0. 25
6.10 15.11 3.52 0. 44

CORRECTION OF KUT LOGS

The nominal >*Mn source strengths employed in Bendix KUT probes are approxi-
mately 0.7 microcuries for the l.5-inch x 12-inch detector and 4 microcuries
for the filtered l-inch x 6-inch detector. 54Mn has a relatively short half
life of 312.5 days. As the source decays during its use, its strength could
drop by up to a factor of two. When KUT field logs and calibration data are
corrected for the 5%m instrumental background, the current source strength
must first be computed. The source strength can be expressed either in micro-
curies on in terms of the pilot window count rate. When the 54Mn source is
located at the midplane of either detector size, the KUT window pile-up count
rates can be estimated from the strength in microcuries. Quite often, how-
ever, the source is not located at the detector midplane in Bendix probes.
When this is the case, the pile-—up corrections must be estimated from the
pilot window count rate. Figures 2-2 and 2-3 contain analytic expressions for
K and U window pile-up count rates with the pilot window count rate as the
independent variable. The current value of the source strength for a given
KUT field log or calibration run can be either measured from the pilot window
count rate in thousands of counts per second (KCPS) or it can be computed by
decay correcting an earlier pilot window count rate measurement using the
equation

s =5, exp[—k(t—to)] (3)

where S, is the source strength expressed as a pilot window count rate
(KCPS) at some initial time tg (in days), A is the Shmn decay constant and
is equal to 2.218 x 10~3 days-1l, and t {s the current time (in days).

Once the current 2%Mn source strength has been determined, the K and U
window count rates are computed from the analytic polynomial fits to the
measured instrumental background data presented in Figures 2-2 and 2-3 and
reproduced below.

l.e5-inch x 12-inch Nal Detector

K
U

-0.264 + (1.005)S + (0.9170)S2 + (0.0571)s3 (4)
-0.137 + (0.542)S + (0.166)S2 + (0.0371)S3 (5)
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l-inch x 6-inch Filtered Nal Detector

-1.416 + (2.486)S —(0.8853)82 + (0.1219)s3 (6)
-2.022 + (2.572)S -(1.0230)S2 + (0.1616)s3 (7

log K
log U

The instrumental background from Shyn pile-up counts in the Th window is
negligibly small for the range of source strengths employed in Bendix probes
and can be neglected in this correction procedure.

Equations (4) and (5) should be used only for the range of source strengths
from 0.3 to 5 microcuries (pilot window count rates from 0.72 to 12 KCPS) and
equations (6) and (7) for the range from 0.5 to 7 microcuries (pilot window
from 0.21 to 3 KCPS). Beyond these ranges, for example at zero source
strength, the equations give unphysical results.

If equations (4) through (7) cannot be used to estimate Shpn pile-up count
rates, either because the source strength is not known or because the detector
size or type is different, then the pile-up count rates should be measured
directly. One of the B model tanks at the Grand Junction calibration facility
has been filled with water and can be used as a low background model for such
measurements.

Having determined the 54mn plle-up count rates appropriate for a given

probe, the next step in this correction procedure is to subtract K and U
window rates from both the calibration model data and from each point of the
unstripped digital KUT log. Now one may proceed with the normal log reduction
procedure.

SUMMARY

Measurements have shown that the pile-up of 54Mn stabilization pulses is the
only significant source of background for KUT logging probes both during
calibration and during field logging. The pulse pile-up count rates in the K,
U, and Th windows were measured for a range of n source strengths
appropriate to the l-inch x 6-inch filtered and the 1l.5-inch x 12-inch
unfiltered detectors used in Bendix KUT probes. The pile-up count rates are
significant only for the K and U windows. Analytical expressions were fit to
these data that give the K and U window pile-up count rates as a function of
source strength.

A procedure is presented that corrects KUT calibration data and field logs for
this instrumental background. The background correction does not
significantly alter results of the KUT calibration but it is an important
correction when performing lithology-type field logs with the 1.5-inch x
12-inch detector where uranium concentrations are in the few ppm range. For
example, for a nominal 0.7 microcurie S4n source strength, the pile-up

count rates are about 4.5 counts/second and 1.3 counts/second in the K and U
windows, respectively. This corresponds to 0.8 percent potassium and 1.9 ppm
equivalent uranium. For the nominal 4 microcurie source strength used with
the filtered l-inch x 6-inch detector, the pile-up count rates are about 8
counts/second and 1.7 counts/second in the K and U windows, respectively.

This corresponds to 12 percent potassium and 24 ppm equivalent uranium. The
large grade equivalents for the small crystal point to the limited value of
this detector for lithology logging. It is intended for use only when uranium
or thorium grades are high and it will not provide good potassium results in
any situation.
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Technical Note 3

BOREHOLE WATER FACTOR CORRECTIONS

INTRODUCTION

Water factor corrections to gamma-ray logging data are designed to correct
probe response for the varying gamma-ray signal attenuation resulting from
changes Iin the water-filled borehole diameter. These corrections are crudely
applied to total gamma-ray logging data by introducing a single factor for a
given probe and borehole, based on the size of the bit used to drill the hole.
Such a correction obviously cannot account for localized borehole diameter
variations, viz, washout zones. For spectral gamma-ray (KUT) logging, the
borehole water attenuation problem is much more complicated. As of 1978 no
correction was made to KUT field logs because the existing water factor data
are considered inadequate. Since BFEC KUT probes are calibrated under dry
borehole conditions in the Grand Junction models, field logs in water—-filled
holes will yield results that are systematically low. The corresponding error
in the KUT assay for a 2.0-inch diameter probe and a 4.5-inch, water-filled
borehole is between 15 and 25 percent and rises to as much as 100 percent for
a 9-inch-diameter, water—-filled borehole.

There have been attempts to obtain KUT water factor correction curves
utilizing the "o0ld"” total gamma water factor model. There are difficulties
with the procedures employed to generate these curves and with the fact that
the model is not entirely suitable for spectral gamma-ray probes.

A new procedure is recommended for obtaining K, U, and Th water factor
corrections. Curves are presented, based on results from the "new" KUT water

factor model.

PREVIOUS ATTEMPTS TO DETERMINE KUT WATER FACTOR CORRECTIONS

Before construction of the new KUT water factor model, measurements of K, U,
and Th window intensities were obtained by Mark Mathews within the ore zone of
the "old" total gamma water factor model. The ore zone for this model assays
at 0.321 percent U30g, but potassium and thorium values are unavailable.
Mathews' results were announced in an internal BFEC memo to H. B. Evans, dated
June 14, 1977. He presented curves of unstripped dry/wet window intensities
versus borehole diameter. These curves were represented as correction factors
and showed the greatest effect for the thorium window. One would expect just
the opposite effect; that is, the gamma-ray attenuation coefficient is lowest
for thorium and hence should require the smallest water factor correction.
However, the curves are based on unstripped results, and since the ore zone
contains high grade uranium with most probably nominal concentrations of
potassium and thorium, all three energy window count-rates contain large
contributions from the uranium gamma-ray signal. Under these conditions, one
might expect all three curves to be roughly coincident.

The fundamental difficulty with this attempted approach to KUT water factor
corrections is that the K, U, and Th window intensities are unstripped prior
to forming the dry/wet correction ratio. Without stripping, the corrections
are valid only for the K, U, and Th concentrations contained in the water
factor model. These relative concentrations are not available for the old
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water factor model. The corrections will be incorrect, to varying degrees,
for any other combination of relative concentrations. This is especially so
for the K window, which receives large contributions from the U and Th
signals.

RESULTS FROM KUT WATER FACTOR MODEL

Measurements that Characterize the New Model

The new KUT water factor model was completed by BFEC personnel at about the
time our efforts to improve KUT data reduction methods began in July 1978.
The only data available on the new model were its design grades and physical
dimensions. It was necessary then to obtain data on the actual grades of
potassium, uranium, and thorium, to determine the extent of any
inhomogeneities in the model, and to obtain probe response profiles with
depth.

Borehole KUT Assay Within Each Hole Size

After the calibration of the 1.5-inch x 9-inch NaI(T{) crystal of probe 253L
in the K, U, and Th models, the probe was placed at the center of the mixed
ore zone for each of the five hole sizes within the water factor model. The
mixed zone is 5 feet thick and is sandwiched between 3-foot thick barren
zones. The design grades for the mixed zone were 4 percent potassium, 350 ppm
equilibrium uranium, and 250 ppm thorium. The measurements were performed for
1000-second counting periods with the borehole dry and the probe side-walled.
Assay results are presented in Table 3-1 and plotted in Figure 3-1.

Theoretical arguments predict that probe response in a dry hole will be
independent of hole size so long as the mixed ore zone always presents an
effectively infinite medium to the probe. Results in Figure 3-1 seem to be
independent of hole size for potassium and uranium within the measurement
precisions, while there is a systematic decrease in the thorium assay
amounting to about 1 percent from the 3-inch to the 12-inch hole size. The
decrease is attributed to the fact that for the thorium signal the model no
longer has the appearance of an infinite medium in the axial direction (the
ore zone thickness to hole diameter ratio has dropped to 60/12 = 5.0). The
probe now "sees” the upper and lower barren zones to some degree. The assays
reported here are based on equivalent dry grades of the calibration models and
hence represent dry bulk grades for the KUT water factor model ore zone.

These results afg—gystematically above the design grades, especially for
potassium, where the assays are about 25 percent high. Part of the difference
with potassium may be due to large absolute uncertainties in stripping ratios
caused by the assay errors for the U and Th calibration models.

Depth Profiles

Measurements were performed at 1-foot intervals through the mixed zone and
into both barren zones of the new water factor model. The resulting profile
shapes were acquired for the 4.5-inch and 12.0-inch boreholes. Profiles which
were similar, but only about the mixed zone center, were acquired for the
remaining borehole sizes. The intent was to determine homogeneity of the
model and to identify effects of the finite model thickness on profiles,
especially for the largest hole sizes. Figures 3-2 through 3-4 show the depth
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Table 3-1. KUT Concentrations for Borehole Assay
of Dry Water Factor Model

Borehole Concentration
Diameter
(inches) % K ppm U ppm Th
3.0 5.4 + 0.2 368 + 1 276 t 2
4.5 5.2 £ 0.2 371 £+ 1 276 + 2
7.0 5.2 + 0.2 368 £ 1 275 £ 2
9.0 5.9 + 0.2 371 + 1 274 + 2
12.0 5.0 + 0.2 369 + 1 273 + 2

Note: 1+ values represent one standard deviation uncertainties
due to water factor data counting statistics. They do not
include uncertainties in the calibration matrix.

profiles. At the 4.5-inch hole size (Figure 3-2) uniformity over the 2-foot
interval about the mixed zone center is excellent for both potassium and
thorium window response. The very slight rounding of the 4.5-inch profile is
quantified in Figure 3-4 as a less than 1 percent effect for both potassium
and thorium windows. Figure 3-3 indicates a significant rounding of the
12.0-inch profile, especially for the thorium window. Uniformity still
appears excellent, although one must remember that the detector used for these
studies was 9 inches in length. Figure 3-4 shows that the rounding of the
12.0-inch profile is approximately a 4 percent effect for the thorium window
and 3 percent for the potassium window for the 2-foot interval.

Probe Response as a Function of Time After Borehole Water Removal

Since water factor correction measurements require wet and dry data for each
borehole size, it was felt necessary to search for any time dependence of the
probe signal after water removal. Such a dependence might be possible in the
short term due to gradual drainage of water from the concrete surrounding the
dry borehole or in the long term due to the change in relative radon emanation
from the concrete.

Probe 253L was placed in the 4.5-inch borehole at the mixed zone center of the
KUT water factor model. The borehole had been previously filled with water
and remained filled for approximately 24 hours prior to the beginning of these
measurements. The borehole was rapidly drained, and consecutive 1,000-second
uranium window counts were begun and continued for about 6 hours. Results are
plotted in Figure 3-5. A very slight time dependence appears here with an
initial drop in count rate of about 1 percent during the first 2 hours after
draining and then a gradual rise of about 1 percent during the next 4 hours.
It is quite possible that these variations are due solely to spectrometer
instabilities. Subsequent measurements showed no dependence of the uranium
window count rates on time after water was added to or removed from the
4.5-inch hole in the D model which is constructed of concrete with
approximately 600 ppm U.
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Probe Calibration from the K, U, and Th Models

Calibration Matrices

The 1.5~inch x 9-inch NaI(T{) detector of probe 2531 has been calibrated
several times over the period from July to September 1978. These calibrations
are for both a wet and dry 4.5-inch-diameter borehole. The calibration of
August 22, 1978 was used in the analysis of the water factor model
measurements. Matrix elements for the A and A‘l matrices are given in Table
3-2. The values contained in Table 3-2 agree, within stated uncertainties,
with the calibration performed earlier for the same probe.

Comparison of Stripping Ratios

It is important, in correcting borehole KUT measurements for the presence of
borehole water, to determine whether, and by how much, the window stripping
ratios change with borehole water content. The elements of the A matrix
contained in Table 3-2 permit the calculation of the principal stripping
ratios. Table 3-3 contains the calculated stripping ratios o, B, vy, and A for
the wet and dry borehole and the ratio of wet/dry values. The observed trends
are consistent with the increase in Compton scattering attenuation experienced
by the formation gamma rays as they traverse the borehole water. The most
important stripping ratios in the calibration process are o, B, and y. As one
would expect, B(Th»K) changes by the largest fraction (2 percent) for

a dry versus a wet 4.5-inch borehole with a sidewalled 2-inch-diameter probe.
The effect is bound to be larger for larger hole diameters, but the sidewalled
geometry is complicated, and it is not easy to predict how «, B, and y will
continue to increase with larger, water—filled boreholes. The effect cannot
yet be measured for other hole sizes because the water factor model contains a
mixture of K, U, and Th. There are plans to measure A and y using the "old"
water factor model which contains only uranium. A separate thorium water
factor model would be required to obtain a and £ as a function of water-filled
hole size.

There is some evidence from recent measurements by Princeton Gamma-Tech (PGT)
in the Grand Junction calibration models that at least the Y (U»K)

stripping ratio does not change much as one increases the water—-filled hole
size from 4.5 inches to 12 inches. The measurements were performed with a high
resolution intrinsic germanium gamma-ray probe. Figure 3-6 (4 sheets) is an
example of the 4096 channel spectra obtained with the PGT system. The

spectrum was acquired by counting for 300 seconds with the probe sidewalled in
the 4.5-inch, water-filled borehole of the water factor model. The meaning of v
is slightly different for this probe since the "U window'" now is replaced by a
cleanly resolved and background subtracted 1765 keV peak intensity. A
preliminary analysis of the PGT results was performed by ratioing the number

of counts within the "K window" (less the potassium peak intensity) to the

1765 keV 214Bi intensity. This ratio was insensitive to water—filled

borehole diameter to within 3 percent. Since the pulse height distributions
for a given formation source are quite different for sodium iodide and
intrinsic germanium detectors, one can only consider the preceding as indirect
evidence that the stripping ratios will not depend strongly on water—filled
borehole size.
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Table 3-2. Calibration Matrices for Probe 253L for Both Wet and Dry Boreholes
of the K, U, and Th Models (August 1978)

)

Il
AN
i

o W
=~
[SS]

I+ 1+ I+

[ NeNe
(=]
’.—l

=+ I+ i+

2.8 =

A = <«0.18 +
-0.051 *

0.35 =

AL < 0.01 ¢
0.16 =

o OO

(>N e N

o

o O

Dry 4.5-inch Borehole

.2

0.1
0.3
0.1

0.5
-5.
8.

~ O

le

.2

0.67 * 0.04
.03 0.66 * 0.04
. 004 0.018 + 0.001
.01 ~-0.31 + 0.01
.01 1.65 * 0.06
.03 -0.32 * 0.03

Wet 4.5-inch Boreho

0.56 =+ 0.04
.02 0.54 + 0.03
.003 0.014 = 0.001
.01 -0.38 * 0.01
.02 1.99 + 0.07
.03 ~0.43 * 0.04

0.1
0.3
0.1

7 £ 0.01
9 * 0.03
28 + 0.008

£~
I+ 1+ I+
o O
N O
N
~——

5
4
10

o

.01
.02
.007

.02 >
.3

I+ 1+ 1+
(e

)

I+ I+ I+

[eNeNel
N

Table 3-3. Stripping Ratios Computed from the August 1978 Calibration

Results of Table 3-2

Stripping Ratio Dry 4.5-inch Wet 4.5-inch Wet/Dry
Designation Borehole Borehole Ratio
a (Th~>U) 3.03 3.08 1.01
8 (Th~K) 1.37 1.40 1.02
v (U +K) 1.02 1.03 1.01
A (U~Th) 0.027 0.026 0.95

Stripping ratios defined from the

o = fy3/As3
8 = A3/Ass
v = Ay,/A,,
A2 Agyp/hyy
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High resolution gamma-ray transport calculations have been performed for the
borehole geometry at the Los Alamos Scientific Laboratory. (See Technical Note

9 for a discussion of these calculations.) Results for a centralized probe with-
in a water-filled borehole indicated that the "K window' to 1765 keV gamma-ray
flux ratio incident on the detector surface increases by about 7 percent when

the 4.5-inch borehole is filled with water. As the water-filled borehole
diameter increases to 9 inches, the ratio increases by another 6 percent.

These calculations do not include the effect of detector response and hence
overestimate the changes in stripping ratio with water—filled hole size.

In the absence of direct measurements of o, B, and vy with varying hole size
and considering the indirect evidence from the work of PGT and LASL, it will
be assumed for now that the stripping ratios for water-filled boreholes do not
change from those for the nominal 4.5-inch case, as given in Table 3-3.

KUT Water Factor For Unstripped Results

Probe 253L with its 1.5-inch by 9-inch NaI(T{) detector was sidewalled at the
center of the mixed zone for each hole size of the new KUT water factor model.
Spectra for counting periods of 1,000 seconds were acquired for both dry and
water—filled boreholes. The K; U, and Th window counts were simply ratioed,
dry/wet, for each hole size and the results plotted in Figure 3-7. The
results for the three unstripped energy windows can be described by the single
solid curve shown in Figure 3-7. The fact that there is little or no
difference between the three windows K, U, and Th is a reflection of the
strong downscatter contribution to K from U and Th, and indicates that
apparently there is little difference in the effect borehole water has on the
thorium and uranium window intensities.

KUT Water Factors For Stripped Results

The curve of unstripped dry/wet window intensity ratios can be used to correct
KUT data for borehole water attenution only when K, U, and Th are in the
relative proportions contained in the water factor model. Since this will
rarely be the case for field data, the window intensities must first be
stripped before forming the dry/wet ratios for the water factor corrections.
Stripping is performed using the dry 4.5-inch borehole calibration matrix A
contained in Table 3-2.

A serious difficulty was encountered when the calibration matrix was applied
to the KUT water factor data. Stripping corrections to the potassium window
count-rates were so large that their associated uncertainties produced
stripped potassium results with errors greater than 80 percent. Uranium and
thorium water factor results were satisfactory. It was necessary to perform
separate measurements in the upper barren zone of the water factor model,
where U and Th concentrations were low, to obtain satisfactory potassium data.
Dry/wet stripped K, U, and Th window ratios are tabulated in Table 3~4 and
plotted in Figure 3-8.

Surprisingly, uranium and thorium seem to exhibit the same water factor
correction, and a single solid curve is shown to represent these data. The
correction amounts to about 15 perent at 4.5 inches and 48 percent at 12.0
inches. (N.B. Subsequent determinations of water factors have used the KUT
water model for only the thorium water factors and have used the D model for
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Table 3-4. Water Factor Correction Ratios

for Sidewalled Probe

Borehole Dry/Wet Stripped Window Intensity Ratios
Diameter
(inches) *Potassium Uranium Thorium

3.0 1.13 1.03 1.05

4.5 1. 23 1. 15 1. 15

7.0 1.39 1.27 1.31

9.0 1. 44 1.42 1. 37

12.0 1.50 1.48 1. 46

Table 3-5. Water Factor Correction Ratios

for Centralized Probe

Borehole Dry/Wet Stripped Window Intensity Ratios
Diameter
(inches) *Potassium Uranium Thorium

300 1. 13 1009 1007

4.5 1. 26 1.21 1.23

7.0 1.58 1.45 1. 47

9.0 1.80 1.71 1. 63

12.0 2.38 2.05 2.07

*Potassium results are based on measurements performed in the
upper barren zone of the new KUT water factor model. Potassium
results from the mixed ore zone were unsatisfactory because of
uncertainties in the large stripping corrections required.
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the uranium water factors. This technique leads to correction counts for
uranium and thorium which are distinct from each other), The water factor
correction for potassium is much greater, as one would expect, ranging from 25
percent at the nominal 4.5-inch hole size to 63 percent at 12.0 inches. These
correction curves represent the adjustments required to the sensitivity
(diagonal) elements of the calibration matrix. Field data must first be
"stripped” before applying these sensitivity corrections.

Comparison of BFEC Nal Results With Princeton Gamma-Tech IG Probe Results

The stripped water factor results presented in Figure 3-8 for BFEC probe 253L
were normalized to the water—filled 3.0-inch borehole size in order to compare
the NaI(TZ) results with the high resolution intrinsic germanium (IG) probe
results of PGT. This was necessary because the PGT dry borehole data is not
yet available. The renormalized NaI(T{) data is plotted along with the PGT IG
results in Figure 3-9. The PGT results are plotted as solid curves, one for
the 1120 kev 214pi gamma ray and another for the 2614 keV 2087p gamma ray.
Both the BFEC and PGT probes are 2 inches in diameter. The BFEC results
represent correction factors for the potassium (1325-1575 keV), uranium
(1650-2390 keV), and thorium (2475-2765 keV) energy windows and hence should
fall between the PGT curves. This is what the comparison in Figure 9 shows,
although the PGT thorium curve is considerably below the BFEC thorium result.

Comparison of Results for Sidewalled and Concentric Geometries

Measurements were also performed in the KUT water factor model for centralized
probe geometry. Correction curves are presented for stripped K, U, and Th
windows in Figures 3-10 and 3-11. Numerical results appear in Table 3-5. The
figures also include for comparison the previous sidewalled geometry results
and LASL gamma-ray transport calculations for the concentric geometry. The
observed curve shapes are quite different, as one would expect from geometric
considerations. For the councentric case, as borehole diameter increases, the
formation signal at the probe continues to decrease due to increasing bore-
hole water attenuation. The correction factor then must diverge as water-—
filled borehole diameter increases without limit. For the sidewalled case,
however, as the borehole size increases, the geometry begins to appear to the
probe more and more as a plane interface between the formation and the water.
Thus, in the limit that water—-filled borehole diameter becomes very large, the
probe signal will asymptotically approach a constant value. The LASL
calculations generally underestimate the observed concentric water factor
corrections by about 5 percent except for uranium, where agreement is
excellent.

Note from Figures 3-10 and 3-11 that at the nominal borehole diameter of 4.5
inches, the potassium water factor varies by only 3 percent from sidewalled to
centralized probe while for uranium and thorium the variation is about 7
percent.

RECOMMENDED WATER FACTOR CORRECTION TECHNIQUE

Principle of the Technique

The difficulties with previous attempts at KUT water factor corrections are
that unstripped K, U, and Th window intensities are used in forming the
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dry/wet correction ratios. The correction must be based on stripped K, U, and
Th window count rates from the new KUT water factor models. Such corrections
can then be applied to properly stripped field data.

Since the new water factor model contains a mix of K, U, and Th (the design
grades were 4 percent, 350 ppm, and 250 ppm respectively, and our borehole
assay gives 5.5 percent, 370 ppm, and 275 ppm respectively), one cannot with
this model measure how the window stripping ratios may vary with water-filled
borehole size. One must assume that the stripping ratios are invariant with
changing hole size and that the ratios obtained from logging the 4.5-inch
borehole of the K, U, and Th models may be used. The results from the KUT
water factor model previously presented, tend to support this assumption.

Implementation with Field Data

Dry Borehole

Present measurements within the dry borehole of the water factor model show
that there is no dependence of K and U window sensitivity on borehole size
(see Figure 3-1). A slight decrease in sensitivity amounting to about 1
percent from 3 to 12 inches was observed for the thorium window. It is
recommended that no borehole size correction be made to dry borehole data.

Water-filled Borehole

Correction curves for stripped K, U, and Th window sensitivities are presented
in Figure 3-8 for water—filled holes. Field data should be stripped using
calibration results from the dry 4.5-inch boreholes of K, U, and Th models.
The stripped field data will then be multiplied by the appropriate K, U, and
Th water factors for the average hole size measured over each logging
interval.

Future Development

There is a need for further study of the dependence of window-stripping ratios
on water-filled borehole size. Future measurements and additional theoretical
calculations by Los Alamos may show that at very large hole sizes a completely
new calibration matrix is required. For the range of hole sizes usually
encountered in the field, a single set of calibration matrix elements, as
recommended here, with a set of corrections to the diagonal sensitivity
elements, should prove adequate.
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Technical Note 4

CASING CORRECTION FACTORS

INTRODUCTION

When boreholes are drilled in soft material, the holes are often cased to
prevent them from collapsing. Radiation data collected in boreholes subse-
quent to the addition of casing is affected by the presence of casing. The
casing absorbs some of the gamma rays and scatters others to lower energies.
It is, therefore, necessary to apply casing correction factors to data from
cased holes in order to calculate correct concentrations of radioelements in
formations. These correction factors are functions of the casing material and
its thickness. Correction factors for steel casings with thicknesses from
1/16 inch to 1/2 inch are presented below.

DATA COLLECTION

The KUT calibration models at Grand Junction were used in collecting data on
casing effects. A 2-inch diameter probe containing a 1l.5-inch x 9-inch Nal
crystal was positioned with the detector in the center of each ore zone, and
various casings were inserted between the probe and the models. These casings
were steel and had the following dimensions:

Length: 4.5 feet

Inside Diameter: 3 inches

Wall Thickness: 1/16-inch, 1/8-inch, 3/16-inch,
1/4-inch, 3/8-inch, 1/2-inch.

The counting times for data collection were increased as the casing thickness
increased in order to maintain good counting statistics. Several runs with no
casing present were interspersed with the casing runs to check the stability
of the data collection system. The counts in the potassium (X), uranium (U),
and thorium (Th) energy windows were recorded from a multichannel analyzer.
The count rates obtained for the various casing thicknesses are given in
Tables 4-1, 4-2, and 4-3 for the K, U, and Th models, respectively. The
uncertainties given in the tables are the one standard deviation limits.

ANALYSIS

Variation of Stripping Ratios with Casing Thickness

The data collected in the calibration models were analyzed to determine the
variation in stripping ratios and window sensitivities with casing thickness.
The principal stripping ratios (o, R, and v ) are tabulated in Table 4-4 and
plotted in Figure 4-1. All three ratios show a systematic rise with
increasing casing thickness. The trends can be explained in terms of the
energy differences between the K, U, and Th windows. Y(U»K) shows the
smallest sensitivity to casing thickness because the two windows are adjacent
and the energy difference is not large. On the other hand, B(Th+ K) shows the
greatest sensitivity because the energy difference between the thorium and
potassium windows is over 1 MeV.
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Table

4-1. Counts Per Second Obtained With Steel Casings in the

Potassium (K) Model

Casing K U Th
Thickness Energy Energy Energy
(inches) Window Window Window
0 2605 + 0.2 2,92 + 0.08 0.40 + 0.03
1/16 24.7 + .02 2.75 + 0.06 0.31 + 0.02
1/8 23.2 + 0.2 2.66 + 0.06 0.36 + 0.02
3/16 21.4 + 0.2 2.50 + 0.05 0.28 + 0.02
1/4 20.1 + 0.1 2,40 + 0.05 0.33 + 0.02
3/8 17.3 + 0.1 2.16 + 0.04 0.25 + 0.01
1/2 151 + 0.1 1.90 + 0.04 0.23 + 0.01
Table 4-2. Counts Per Second Obtained With Steel Casing in the

Uranium (U) Model

Casing K U Th
Thickness Energy Energy Energy
(inches) Window Window Window
0 318.8 + 0.8 304.5 + 0.8 9.6 + 0.1
1/16 294.9 + 0.8 278.6 + 0.7 8.4 + 0.1
1/8 270.8 + 0.7 255.3 + 0.7 7.6 + 0.1
3/16 249.7 + 0.6 234.6 + 0.6 6.9 + 0.1
1/4 235.2 + 0.6 220.2 + 0.6 6.7 + 0.1
3/8 204.0 + 0.5 190.9 + 0.5 5.4 + 0.1
1/2 175.4 + 0.4 164.0 + 0.4 4.8 + 0.1
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Table 4-3. Counts Per Second Obtained With Steel Casing in the
Thorium (Th) Model

Casing K 3} Th
Thickness Energy Energy Energy
(inches) Window Window Window
0 108.0 + 0.2 199.7 + 0.2 61.2 + 0.1
1/16 105.1 + 0.5 193.8 + 0.6 59.3 + 0.3
1/8 96.8 + 0.4 176.5 + 0.6 53.9 + 0.3
3/16 91.0 + 0.4 165.3 + 0.5 49.7 + 0.3
1/4 87.3 + 0.4 158.8 + 0.5 47.8 + 0.3
3/8 78.4 + 0.3 140.9 + 0.4 41.4 + 0.2
1/2 70.1 + 0.3 126.9 + 0.4 36.5 + 0.2

Table 4-4., Stripping Ratios Obtained with Various Thicknesses of Steel Casing

Casing
Thickness o B Y
(inches)

0 3.00 + 0.01 1.38 + 0.004 | 1.04 + 0.004
1/16 3.02 + 0.02 1.40 + 0.01 1.05 + 0.004
1/8 3.02 + 0.02 1.42 + 0.01 1.05 + 0.004
3/16 3.08 + 0.02 1.46 + 0.01 1.06 + 0.004
1/4 3.08 + 0.02 1.46 + 0.01 1.06 + 0.004
3/8 3.16 + 0.02 1.52 + 0.01 1.06 + 0.004
1/2 3.24 * 0.02 1.56 + 0.01 1.06 + 0.004

NOTES :
l. Uncertainties are one standard deviation.

2. Uncertainties in the concentrations of the pits are not included in the
quoted standard deviations because they tend to obscure the variation of
the stripping ratios.

3. Stripping ratios are for probe 253L.
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Variation of principal stripping ratios with iron
casing thickness.
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Experimental results in Figure 4-1 show that ‘the y ratio approaches a constant
beyond 3/16-inch casing thickness. vy rises by only 2 percent and can be
considered invariant with casing thickness. o and B rise by about 7 and 12
percent, respectively, from zero to 1/2-inch casing thickness.

Variation of Stripped Window Sensitivities with Casing Thickness

Stripped K, U, and Th window intensities, normalized to the zero casing thick-
ness values, are tabulated in Table 4-5 and plotted in Figure 4-2. These
values represent the gamma-ray transmissions of these energy windows for the
casing thicknesses considered. The plots are in semilogarithmic form, and
straight lines were fitted to the thorium and potassium plus uranium results.
(Potassium and uranium are combined because they are done in energy and the
experimental data for them overlapped.) The straight line fits yield slopes
of 1.23 in~l and 1.05 in'l, for the thorium, and for the potassium plus
uranium windows, respectively. The sensitivity for the thorium window takes
its "half-value" for a steel casing 0.66 inches thick. The corresponding
thickness for potassium and uranium is 0.56 inches.

Table 4-5. Stripped Window Intensity Transmission Factors for Steel
Borehole Casing

Casing K 9] Th
Thickness Energy Energy Energy
(inches) Window Window Window
0 1.000 1.000 1.000
1/16 <926 .914 <967
1/8 . 369 . 838 .875
3/16 . 799 . 769 . 808
1/4 . 743 . 722 . 775
3/8 . 628 . 625 . 675
1/2 . 546 «537 «592

CASING CORRECTION PROCEDURE

It is recommended that corrections be made for the presence of steel casing on
both stripping ratios and on sensitivities. This is accomplished by intially
performing separate probe calibrations for each casing thickness. The data
from the calibrations can be used to determine how the individual elements of
the A—l calibration matrix vary with casing thickness. In this way

correction factors are obtained for the stripping ratios and sensitivities:

AZ} (casing of thickness %)

Az} (no casing)

Correction factor for AZ} & =

The correction factors thus obtained are used to modify (by multiplication)

the matrix elements from subsequent calibrations of the probe obtained without
casing.
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The effective attenuation coefficients determined in this work are about 40
percent above the values quoted in the literature for steel and for "good”
geometry attenuation; that is, for a plane parallel beam of gamma rays
incident normally to the thickness f of material. This is because the average
angle of incidence for a formation gamma ray, measured from a normal to the
casing surface, is something greater than zero. Hence the effective casing
thickness is greater by an amount t/cosQ. The exponential expression for the
gamma-ray transmission can then be written:

Transmission = exp(-ut /cos@],

where 1 is the "good" geometry linear attenuation coefficient for the casing
material. A simple model, based on this expression, and the average angle of
incidence concept, will permit the calculation of casing correction factors
for all materials. These preliminary results indicate the average angle of
incidence is about 45 degrees, independent of the energy window. Measurements
with additional casing materials are required to determine the usefulness of
this model.
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Technical Note 5

SIGNAL DECONVOLUTION

INTRODUCTION

Present KUT log analysis procedures practiced at BFEC do not include a
deconvolution of the data. That is, there is no attempt to remove the effects
of finite detector length and formation signal penetration from the depth
profiles observed with the logging probes. Total or gross gamma-ray logs are
routinely deconvolved using the technique developed by James H. Scott and
contained in the computer program GAMLOG (Scott, 1962).

This technical note presents results of measurements using a l.5-inch x
9-inch NaI(T4{) detector that are required as input to the GAMLOG program so
that it can be used to deconvolve spectral (KUT) gamma-ray data. GAMLOG is
then applied to a typical KUT log to illustrate the deconvolved output (K, U,
and Th concentrations) versus depth.

ORE ZONE/BARREN ZONE INTERFACE MEASUREMENTS

K Model

The depth profile was measured from a position of about 30 c¢m above the ore
zone center, through the ore zone/barren zone interface, and into the barren
zone a distance of about 50 cm. Depth increments of 5.08 cm (2 inches) were
used far from the interface while 2.54 c¢m (l-inch) increments were used across
the interface. Counting times varied from 200 to 600 seconds for each depth
point. These data were converted to K, U, and Th concentrations using a
calibration matrix determined from previous measurements. Numerical values of
apparent potassium grade appear in Table 5-1 and are plotted in Figure 5-1. A
smooth curve was fit to these data points, shown as the solid line. The
differential tool response was then obtained from the smooth curve by forming
the ratio A (grade)/pz, where Az is a depth increment in centimeters. The
differential curve is plotted as "x" in Figure 5-1. A smooth curve was fit to
these computed values as well. It takes its maximum value at 74.5 cm, in
excellent agreement with the position of the physical interface between ore and
barren zones. One expects the maximum at the interface because when one
differentiates a step function the result is a delta function. That is, the
differential probe response should be that observed for a very thin ore zone
located at the interface.

The differential, or thin bed, response exhibits a full width at half-maximum
(FWHM) of 24.7 ¢m, and a full width at tenth-maximum (FWTM) of 47.0 cm.

U Model

Similar profile measurements were performed in the uranium model. Apparent
concentrations were computed and equivalent uranium values appear in Table
5-1. Figure 5-2 is a plot of these results. The same procedure used with the
K model profile was employed to derive the differential probe response for the
uranium model.
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Table 5-1. Ore Zone/Upper Barren Zone Depth Profile For Potassium,
Uranium and Thorium Models

Vertical Position Apparent Grade Differential Grade
Above Ore Zone
Center
(centimeters) ZK ppm U ppm Th K(%) U(ppm) Th(ppm)
cm cm cm

30 6.82 506.0 522 0.001 1.1
32 527
35 7.20 506 513
40 6.78 496 512 0.8
45 6.74 495 505 0.006 0.6
50 6.86 492 510 2.3
52.5 1.6
55 6.63 475 502 0.02
57.5 453 5.6 3.9
60 6.63 443 464
62 6.51 424 471 0.078 9.0 7.3
64 6. 19 406 453
66 6.09 380 439 13.5
68 5.73 351 412 0.138 12.2
70 5.42 330 390 14.9
72 4.19 290 354 0.170 16.4
74 4,78 257 328 16.0
75 292
76 4,44 226 283 17.2
77 0.166
78 4.12 191 248 16.3
80 3.91 159 211
82 3.62 132.0 184 0.140 13.4 15.3
84 3.29 106 151
85 93.4
86 3.00 84.2 127 10.0
88 2.82 65.5 103 0.09 10.5
90 2.68 52.6 85.0 5.8
92 2.54 42.3 68.4 0.046 6.6
94 2.50 34.3 51.0 3.6
96 28.2
98 23.7 0.028 2.2 4e2
100 2.32 18.6 30.3

102 15.9

104 13.5 1.4 1.7
105 2.22 23. 4 0.008

106 12.0

110 2.20

115 2.27 -0.002

120 2.32

125 2.21 -0.001

129 2.23
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The differential response is clearly not symmetrical about its maximum value,
as expected for a perfect step function ore-barren interface. Apparently
there are inhomogeneities or imperfections in the interface between the ore
zone and upper barren-zone of the uranium model. The FWHM of the differential
curve is 26.0 cm and FWTM is 53.5 c¢m. However, these differential results
cannot be considered the thin uranium bed response function for this probe.

Th Model

Profile measurements were also performed in the thorium model. Appparent
thorium concentrations were computed from the previously determined
calibration matrix. Numerical values are given in Table 5-1 and are plotted
in Figure 5-3. The same procedure described for the potassium profiles was
followed to obtain the differential response through the interface region.
Differential results also appear in Table 5-1 and are plotted in Figure 5-3.
The differential response curve is quite symmetrical about the maximum value
with a FWHM of 25.7 cm and a FWTM of 50.0 cm.

Comparison of Differential Response Functions

The differential curves of Figures 5-1 through 5-3 were normalized to unity at
the maximum, and their centroids shifted slightly so as to be roughly
coincident on a single plot, Figure 5-4. Dashed and solid lines were fit to
the potassium and thorium results, respectively, to emphasize the wider thin
bed functions obtained for thorium. Uranium results are not accurate because
of problems with the interface region of the uranium model. The skewed shape
of the uranium function is obvious when compared to the potassium and thorium
shapes.

THIN URANIUM BED MEASUREMENTS

Presentation of Results

In an effort to obtain thin bed probe response functions that were more
accurate than those obtained by differentiating interface profiles,
measurements were performed in the horizontal thin bed model. The apparent
uranium grade, after application of the calibration matrix, appears in Table
5-2 for a range of positions about the bed center of +30 inches in 1, 2, or
3-inch increments. The uranium bed is 2 inches thick and the detector is 9
inches long. The results of Table 5-2 are plotted in Figure 5-5. The FWHM of
26 cm and FWIM of 55 cm agree well with the differential interface response
measurements from the U model (see Figure 5-2), even though the curve shape
observed was asymmetric. Also presented in Table 5-2 and Figure 5-5 are the
observed values of the uranium-to-potassium stripping ratio (sometimes
referred to as y) as a function of position relative to the bed center. Y
was computed by forming the ratio: (K window counts - contribution from
known percent K) / (U window counts — contribution from known ppm Th). The
trend observed in Figure 5-5 is quite interesting. vy takes its minimum value
(0.97) at about the thin bed center and rises to about 1.5 for distances of
+40 ¢m from the center. Also shown is the value of y determined from the
"thick bed"” calibration with the K, U, and Th models (y = A12/A22 = 1.02).
The barren zone uranium content contributes negligibly to the window count
rates for axial positions less than +40 cm from the thin bed. For greater
distances, this contribution is not negligible and the effect is to under-
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DIFFERENTIAL PROBE RESPONSE AC/AZ
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Table 5-2. Spectral Gamma-Ray Probe Response To A Thin Uranium Bed

Borehole Apparent Equivalent Uranium to
Position Uranium Grade Potassium
(inches) (ppm U) Stripping Ratio
(East) 30 2.9 2.10
24 4.2 1.71
21 5.4 1.61
18 7.9 1.39
15 14,4 1.21
12 27.1 1.091
10 45.6 1. 068
8 78.0 1.021
7 105.3
6 142.6 1.016
5 195.7
4 255.3 0.987
3 307.0
2 341.1 0.990
(Bed 1 359.9
Center) O 365.8 0.990
1 350.1
2 327.9 1.00
3 283.8
4 228.6 1.04
5 177.3
6 135.1 1.07
7 98.1
8 73.4 1.10
10 42.9 1.12
13 20.1 1.16
16 10.7 1.32
20 5.6 1.53
24 3.7 1.70
(West) 30 2.8 1.79

estimate the y stripping ratio. The observed trend for vy can be explained by
the fact that as one proceeds away from the thin bed, the intervening
attenuating medium (water-—saturated sand) causes a "build-up” of scattered
radiation relative to the transmitted, unattenuated radiation observed in the
U window. The value of y then rises. It eventually should approach a
constant value as the spectrum shape stabilizes farther from the thin bed
source. vy is lower than the thick bed case at the thin bed center because the
scattered component is smaller. It is reassuring that for the range of
distances containing over 90 percent of the thin bed signal, y changes by only
2 percent. This means that the deconvolution process will not require any
variations in the stripping ratios. It will only be necessary to consider
variations in the sensitivity of each channel (the All’ 99> and Agq

elements of the calibration matrix) by use of appropriate K, U, and Th
weighting factors.
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Derivation of Weighting Factors

0.5-Foot Anomaly

The thin uranium bed response of Figure 5-5 was corrected for the contributions
from the 3.5 ppm barren zone uranium concentration and then used to simulate
the probe response for a 0.5-foot thick uranium anomaly. Weighting factors
derived from this simulated function are required as input to the GAMLOG
deconvolution program. Numerical results are presented in Table 5-3 and
plotted in Figure 5-6. Note that the FWHM has increased to 27.5 cm from the
26.0 c¢m value for the 2-inch thick thin bed. The increase is not large
because the crystal is 23 cm (9 inches) in length. The values from this curve
for positions at +0.5, +1.0, and +1.5 feet from the anomaly center are the
0.5-foot anomaly weighting coefficients required for the uranium window for
the GAMLOG computer program. These values are shown on Figure 5-6 and
tabulated in Table 5-4. Also tabulated, for comparison, are weighting
coefficients determined several vears ago by J. H. Scott (Scott. 1962) for a
small sodium iodide crystal and for the "total gamma' signal. The +1.0 and
+1.5-foot values for K and Th are not yet available due to insufficient data
Trom the K and Th model profile measurements. These profiles will have to be
repeated so that they include greater distances from the ore zone/barren zone
interface. Note that there is a systematic increase in the +0.5-foot
weighting coefficients from K to Th signals. This is expected since the
gamma-ray energy is increasing, yielding a greater depth of penetration for
the thorium signal.

1.0-Foot Anomaly

The 0.5-foot and 1l.0-foot simulated anomalies are derived from the thin bed
response by performing a sliding average over the thin bed data using the
appropriate depth interval. Values for the 1.0-foot simulated anomaly also
appear in Table 5-3. Figure 5-7 shows a plot of the l.0-foot anomaly. The
FWHM of 36.0 c¢cm is substantially greater than the thin bed FWHM of 26.0 cm.
Now the anomaly is significantly thicker than the detector length and a larger
change in the width of the simulated response should be observed. Values of
the weighting coefficients for the 1.0-foot anomaly are obtained from the
curve in Figure 5-7 at +1 feet and +2 feet. The values are shown in the
figure and are tabulated in Table 5-4.

GAMLOG DECONVOLUTION RESULTS FOR KUT WEIGHTING FACTORS

The weighting coefficients determined for the uranium channel in spectral
gamma—-ray (KUT) probes have been inserted into the computer program GAMLOG
(Scott, 1962). This program was originally written to deconvolve gross count
gamma-ray logging data, but it has been modified recently to process uranium-
channel KUT data also. GAMLOG is now part of an extensive log analysis system
placed in operation at the Oak Ridge DEC-10 computer facility by R. Price and
K. Hayer.

The new weighting coefficients have been tried with a test set of field data.
The results are shown in Table 5-5 along with natural (gross count) gamma data
from the same hole. In the table, column 1 contains the depth information,
column 2 the counts per second from the natural gamma-ray probe, and columns 3
through 5 the stripped count-rates from the spectral gamma-ray probe. The
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Table 5~3. Simulated Probe Response for 0.5 and 1.0-Foot-Thick
Uranium Anomalies

Distance from Simulated Probe Response Normalized
Anomaly Center to Unity at Maximum
(inches) 0.5-foot 1.0-foot
=27 0 0.003
-22 0.006
=21 0.007
-20 0.012
-18 0.017 0.022
-16 0.037
-15 0.030
~-14 0.040 0.066
-13 0.052
-12 0.069 0.117
-11 0.191
-10 0.121 0.215
-9 0.162 0.290
- 8 0.218 0.359
-7 0.298 0.476
-6 0.401 0.578
-5 0.523 0.682
- 4 0.654 0.777
-3 0.779 0.864
- 2 0.888 0.932
-1 0.965 0.978
0 1.000 1.000
+ 1 0.988 0.997
+ 2 0.934 0.968
+ 3 0.843 0.912
+ 4 0.730 0.838
+ 5 0.606 0.747
+ 6 0.481 0.646
+ 7 0.369 0.544
+ 8 0.277 0.443
+ 9 0.206 0.349
+10 0.152 0.267
+11 0.114 0.201
+12 0.086 0.150
+13 0.064 0.110
+14 0.049 0.083
+15 0.036
+16 0.027 0.046
+17 0.021
+18 0.025
+19 0.009
+20 0.015
+22 0.007
+23 0.002
+24 0.003
+27 0
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URANIUM CHANNEL PROBE RESPONSE (Normalized to Unity at Maximum)
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Figure 5-6. Simulated probe response for a 0.5-foot uranium anomaly
and a 1.5-inch x 9-inch detector.
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URANIUM CHANNEL PROBE RESPONSE (Normalized to Unity at Maximum)
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Figure 5-7. Simulated probe response for a 1.0-foot uranium anomaly
and a 1.5-inch x 9-inch detector.
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Table 5-4. KUT Weighting Factors For Use In The Gamlog
Deconvolution Program

Distance from 0.5-Foot Anomaly Weighting Factors

Anomaly Center K u Th Total
(feet) Gamma*
0.0 1.000 1.000 1.000 1.00
+0.5 0.395 0.430 0.441 0.40
+1.0 - 0.078 —-— 0.08
+1.5 -_— 0.014 - 0.02

Distance from

1.0-Foot Anomaly Weighting Factors

Anomaly Center K U Th Total
(feet) Gamma*
0.0 1.000 1.000 1.000 1.00
+1.0 —_— 0.132 - 0.14
+2.0 —— 0.005 - 0.007

*These weighting factors are for a small total gamma crystal as reported by
Scott in his GAMLOG report.

grades (percent eUj0g) calculated by GAMLOG are given in column 6 for the
natural gamma data and in column 7 for the uranium—-channel data of the
spectral data. A strict comparison between these grades should not be
attempted at this time because the information in Table 5~5 is preliminary.
In column 8 of the table, the ratio is given of the grades spectral gamma to
natural gamma. The ratio is expressed as a percentage. Finally, a histogram
of the natural gamma grades is presented along the right edge of the table.

Additional work is planned to test the weighting coefficients and use them in

GAMLOG-type analyses which deconvolve spectral signals according to their
origin along the borehole axis.
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Technical Note 6

RESULTS OF DYNAMIC LOGGING OF THE CALIBRATION MODELS

INTRODUCTTION

The spectral gamma-ray calibration models at Grand Junction have been logged
dynamically with a 2-inch x 10-inch NaI(Tf) detector using various speeds and
counting periods. The logging speeds ranged from 1 ft/minute to 10 ft/minute,
and the counting periods ranged from 1 second to 10 seconds. The data have
been analyzed to calculate the concentrations of the models for comparison to
the known concentrations. In addition, statistical uncertainties have been
calculated to determine the effect of the counting period on the uncertainties.
These results are applicable to field data which is presently collected

at 5 ft/minute and 10-second periods.

CALIBRATION MODELS

The KUT calibration models at Grand Junction are pits constructed of concrete
mixed with radioactive ores. There are three models, each having an enhanced
concentration of potassium, uranium, or thorium. In each model, there is a
central ore zone with barren zones (plain concrete) above and below the central
ore zone. The concentrations in the ore zones and barren zones are given in
Table 6-1. The models are cylindrical each having a diameter of 4 feet with

a 4.5-inch hole along the axis for probe insertion.

DYNAMIC LOGGING DATA

The calibration models were logged from bottom to top at various probe speeds.
The shallowness of the models as compared to actual field holes limits the
quantity of data because the probe passes quickly through the ore zones.
However, some data from the ore zones have been obtained. These data are
given in Tables 6~2, 6-3, and 6~4 for the potassium (X) model, uranium (U)
model, and thorium (Th) model, respectively.

CALCULATED CONCENTRATIONS

The data in Tables 6-2 through 6—4 have been used to calculate concentrations
of potassium, uranium, and thorium in models. The equation used for the data
reduction is the matrix equation:

C = AR (1)

where C = calculated concentration matrix (3x1)
A_l= calibration matrix (3x3)
R = count rate matrix (3x1) from data in Tables 2-4
The calibration matrix A_lwas determined by using static data taken in the

models 3 days prior to the dynamic tests. These static calibration data are
given in Table 6-5. The concentrations calculated using equation (1) with the

dynamic data are given in Tables 6-6, 6-7, and 6-8 for the potassium (K)
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Table 6-1.

Concentrations of Calibration Models

Model Zone Zone Thickness(feet) Percent K ppm U ppm Th
K upper barren 3 2.00 + 0.07 2.6 + 0.3 7.4 + 0.8
ore 5 6.76 + 0.18 2.7 + 0.3 2.4 + 0.6
lower barren 3 1.89 + 0.05 2.7 + 0.3 7.4 + 1.3
U upper barren 3 2.01 + 0.05 2.6 + 0.2 8.0 + 0.4
ore 5 0.84 + 0.24 498.3 +12.1 5.6 + 1.3
lower barren 3 2.16 + 0.09 3.4 + 0.6 8.7 + 0.5
Th upper barren 3 1.98 + 0.04 2.4 + 0.2 8.0 + 0.7
ore 5 1.44 + 0.08 28.3 + 1.0 505.5 +12.1
lower barren 3 not available |not available not
available
Note: 1) Statistical uncertainties are one standard deviation.
2) No samples were collected for analysis from the Th, lower barren zone.




Table 6-2. Data Obtained from Dynamic Logging of the Potassium (K) Model

Logging Speed Counting Period K-Window U-Window Th-Window
(ft/minute) (seconds) (Counts) (Counts) (Counts)

201 29 3
210 34 6
195 31 2

1 5
70 4 1
5 2 88 8 0
87 11 0
224 31 0
5 5 212 22 4
211 27 3
432 47 6
5 10 412 50 9
434 50 4
102 6 2
10 2 94 17 2
88 6 1
210 23 2
10 5 212 23 5
230 17 5
47 1 1
15 1 39 6 0
47 7 1
89 10 1
15 2 83 9 1
83 11 0
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Table 6-3. Data Obtained from Dynamic Logging of the Uranium (U) Model

Logging Speed Counting Period K-Window U-Window Th~Window
(ft/minute) (seconds) (Counts) (Counts) (Counts)

2413 2224 54

1 5 2427 2187 59
2406 2266 52

986 921 18

5 2 929 863 29
943 921 14

2381 2164 54

5 5 2445 2244 49
2378 2233 54

5017 4342 97

5 10 4746 4380 88
4848 4358 100

995 881 24

10 2 971 873 15
1003 854 19

2361 2109 66

10 5 2329 2202 56
2446 2116 55

471 414 7

15 1 482 444 9
494 489 5

903 861 23

15 2 903 857 17
920 845 24
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Table 6~4. Data Obtained from Dynamic Logging of the Thorium (Th) Model

Logging Speed Counting Period K-Window U-Window Th-Window
(ft/minute) (seconds) (Counts) (Counts) (Counts)
804 1660 420
1 5 821 1761 453
914 1685 517
330 657 183
5 2 328 671 159
324 676 198
869 1771 425
5 5 879 1690 413
889 1690 427
1716 3325 900
5 10 1777 3358 870
1754 3380 868
359 679 174
10 2 338 714 184
371 656 183
917 1668 462
10 5 895 1724 452
885 1741 450
160 320 84
15 1 161 325 96
158 345 95
276 680 185
15 2 356 716 196
347 702 190
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Table 6-5. Static Calibration Data from the Models
Model K-Window U-Window Th-Window Counting Time
Counts Counts Counts (Seconds )
Lead Cylinder
(background) 2,338 2,172 415 900
K 72,979 7,727 921 1,500
U 430,843 415,225 9,261 900
Th 159,374 308,032 81,652 900

Note: Data collected with probe 241-L.




Concentrations Calculated from Dynamic Logging Data for the

Table 6~6.

Potassium (K) Model

Counting Period

Logging Speed

ppm Th

ppm U

Percent K

(seconds)

(ft/minute)
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Statistical uncertainties are one standard deviation.

Note:
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Table 6-7. Concentrations Calculated from Dynamic Logging Data for the Uranium (U) Model
Logging Speed Counting Period

(ft/minute) (seconds) Percent K ppm U ppm Th
1 5 4.38 + 4.03 476.8 + 21.2 11.6 + 13.4
6.40 + 4.01 464.1 + 21.0 19.0 + 13.7
2.63 + 4.05 488.3 + 21.4 7.7 + 13.3
5 2 2.76 + 4.97 502.6 + 26.5 -1.5 + 16.6
5.06 + 4.78 446.0 + 26.3 35.7 + 19.3
5 5 5.39 + 3.96 462.8 + 20.7 13.2 + 13.2
4.37 + 4.06 485.6 + 21.2 5.1 +13.2
2.99 + 4.01 478.9 + 21.2 11.0 + 13.4
5 10 8.75 + 3.72 469.0 + 18.38 7.3+ 11.6
3.59 + 3.64 477.0 + 18.8 0.1 + 11.2
5.95 + 3.67 469.6 + 18.8 8.2+ 11.5
10 2 7.83 + 4.92 466.9 + 26.2 20.2 + 18.3
5009 i 4.84 480-6 i 25-3 _702 i 15-5
9.85 + 4.87 461.4 + 25.3 7.3 + 16.7
10 5 7.43 + 3.91 440.0 + 20.5 29.6 + 13.9
2.64 + 3.95 470.0 + 21.0 14.0 + 13.4
9.08 + 3.97 450.7 + 20. 4 16.6 + 13.3
3.81 + 6.02 483.3 + 32.4 0.6 + 21.1
—3. 22 i 60 22 55204 :"_ 3302 _3007 i 1705
15 2 2.17 + 4.71 457.1 + 25.7 16.9 + 17.6
1.48 + 4.69 467.1 + 25.1 -1.2 + 15.9
5.00 + 4.72 445.7 + 25.5 21.6 + 17.9

Note:

Statistical uncertainties are one standard deviation.
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Concentrations Calculated from Dynamic Logging Data for the Thorium (Th) Model

Logging Speed Counting Period
(ft/minute) (seconds) Percent K ppm U ppm Th
1 5 ~1.69 + 3.02 43.8 + 25.6 | 465.3 + 29.9
=2.27 + 3.16 40.4 + 26.9 502.6 + 31.3
7.56 + 3.23 -29.8 + 28.2 584.3 + 34.0
5 2 0.62 + 4.11 19.5 + 36.3 510.5 + 45.0
-3.32 F 3.98 66.4 * 34,2 | 437.2 % 41.6
2065 i 4-18 "1007 i 37-5 556.3 i 4700
0.43 ¥ 3.09 45.1 ¥ 26.0 | 473.6 T 30.2
5 10 1.97 + 2.67 19.8 + 22.4 | 502.4 + 25.1
1.33 + 2.68 36.0 + 22.1 483.7 + 24.6
0.54 F 2.68 39.4 F 22.2 | 482.1 ¥ 24.5
10 2 1.00 + 4.11 40.3 ¥ 35.6 | 483.2 * 43.8
5.40 ¥ 4.12 8.4 T 36.0 | 512.9 F 45.0
10 5 4.4k T 3.14 1.3 * 26.8 | 517.4 + 31.7
1.20 + 3.16 32.6 + 26.8 503.2 + 31.3
0.19 + 3.16 38.2 + 26.8 500.1 + 31.2
15 1 0.19 + 5.20 29.8 + 46.1 467.2 + 58.5
3. 63 i 5- 38 _1306 i 48-8 540-0 i 6208
1.46 F 4,29 16.9 ¥ 37.8 | 547.6 * 46.8
0.89 T 4.22 21.0 ¥ 37.1 | 530.1 ¥ 46.0

Note: Statistical uncertainties are one standard deviation.




model, uranium (U) model, and thorium (Th) model, respectively. The
statistical uncertainties in the tables are one standard deviation; they
represent the total uncertainty due to both the counting statistics in the
dynamic data and the uncertainty in the probe calibration, A‘l.

The uncertainties in the calculated concentrations in Tables 6-6 through 6-8
decrease as the counting period increases for fixed logging speeds. For
example, at a logging speed of 5 ft/minute the average uncertainty in the
calculated potassium concentration in the potassium model decreases from 0.77
to 0.54 to 0.41 percent as the counting period increases from 2 seconds to 5
seconds to 10 seconds. This behavior is typical for all the models and
logging speeds. If there were no uncertainty in the probe calibration A‘l,
the concentration uncertainties would vary as the square root of the counting
period. Thus, when the counting time is doubled, the statistical uncertainty
will improve by a factor of 1//§~. The inclusion of the uncertainty in the
calibration tends to obscure the theoretical square root dependence in the
tables.

The uncertainties in Tables 6-6 through 6-8 do not vary significantly with
logging speed when the counting period is held constant. For example, the
uranium concentrations calculated for the uranium model have average
uncertainties of 21.2 ppm, 21.0 ppm, and 20.6 ppm for the logging speeds

1 ft/minute, 5 ft/minute, and 10 ft/minute when the counting period is 5
seconds. Logging speed does not directly affect the statistical uncertainty
of the calculated concentrations, but it does affect the distance over which
the signal is averaged. When the probe moves more rapidly, the spatial
resolution of the signal along the borehole axis decreases for fixed counting
periods. At a logging speed of 1 ft/minute, the probe moves approximately
0. 1-foot in 5 seconds, whereas at a speed of 10 ft/minute it moves
approximately 1 foot in 5 seconds.

The selection of a logging speed is necessarily a compromise between the
desire to log rapidly and the need for acceptable spatial resolution. The
counting period is also a factor for consideration because it determines the
uncertainty in the concentrations calculated from the logging data. This
reduces the desirability of counting for short periods to regain good spatial
resolution at high speeds. The proper procedures for selecting a logging
speed are as follows: (1) determine what statistical uncertainties in the
calculated concentrations are acceptable, (2) determine the spatial resolution
desired along the borehole, and (3) select the fastest logging speed that will
provide the required uncertainties and resolution. If the resulting logging
speed is too slow for economic operation, it may be necessary to log only
zones of interest identified by gross gamma-ray logs as having sufficient merit
for KUT investigation.

For ease in comparison, concentrations from Tables 6-6 through 6~8 have been
averaged to get single concentrations of K, U, Th at selected logging speeds
and counting periods. The resulting concentrations are given in Table 6-9
along with the "known" concentrations of the models' ore zones. The
calculated concentrations are generally slightly lower than the known
concentrations, but both values are consistent in all cases to within the
statistical uncertainty of 2 standard deviations (95 percent confidence
intervals). The same dynamic data have been analyzed using calibration of the
probe performed one month earlier. The resulting concentrations are shown in
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Table 6-9. Calculated Concentrations with Comparison to Known Concentrations Using

Probe Calibration on 4/11/78

G6

Logging Counting
Model Speed Period Percent K ppm U ppm Th
(ft/minutes) (seconds)
K 5 10 5.87 + 0.40 2.3+ 1.3 2.3+ 1.6
K 5 5 5.82 + 0.54 3.5+ 1.7 1.2+ 1.8
K 1 5 5.33 + 0.53 3.5+ 2.1 2.6 + 2.4
K Known Concentration 6.76 + 0.18 2.7+ 0.3 2.4 + 0.6
U 5 10 4.43 + 3.68 471.9 + 18.8 502 + 11.4
U 5 5 4.25 + 4.01 475.8 + 21.0 9.8 + 13.3
U 1 5 4o47 + 4.03 476.4 + 21.2 12.8 + 13.5
U Known Concentration 0.84 + 0.24 498.3 + 12.2 5.6 + 1.3
Th 5 10 1.28 + 2.68 31.6 + 22.2 489.4 + 24.7
Th 1 5 1.20 + 3.14 18.1 + 26.9 517.4 + 31.7
Th Known Concentration 1.44 + 0.08 28.3+ 1.0 505.5 + 12.1
|
Note: Concentrations in this table are selected averages from tables 6-6 through 6-8.

The known concentrations are the ore zone values from Table 6-1.




Table 6-10, and and they are very similar to the concentrations in Table 6-9.
The concentrations calculated from the two calibrations agree within the
statistical uncertainties. This agreement suggests that probe calibration
parameters do not vary rapidly and that monthly calibrations should be
adequate for operational logging.

The uncertainites in the calculated potassium concentrations in the U and Th
models are large; they have the same magnitude as the concentrations
themselves. The resulting percent uncertainties (uncertainty : concentration
X 100 percent) are typically 100 percent to 300 percent for the potassium
concentrations. These large uncertainties are due to the stripping of the
uranium and thorium counts from the potassium. The large uncertainties are
not caused by improper calibration or stripping; rather, they are inevitable
whenever there is a high concentration of uranium or thorium. Stripping
removes the Compton-scattered uranium and thorium gamma rays from the
potassium energy window. The net potassium counts are:

Potassium counts = Total in potassium window - U - Th,
where

U = Compton scattered and low energy U counts

Th = Compton scattered and low energy Th counts.

From nuclear statistics, the resulting uncertainty in the potassium is

Potassium uncertainty = Total + U + Th

The "+" signs under the square root are the reasons for the large uncertainty
in calculated potassium when mineralized zones of U and Th are encountered.
The large uncertainties in potassium make it easy to get "negative” potassium
concentrations from logging data. The concentrations are not actually
negative, but the statistical fluctuations cause them to appear so (e.g., -2
percent potassium with an uncertainty of +4 percent potassium).

The uncertainties in concentrations calculated from logging data are due to
both calibration uncertainties and logging uncertainties related to counting
period. It is possible to separate these uncertainties to determine their
independent contributions. This has been done for a single data point in each
of the three models using dynamic data taken at 5 ft/minute and 10-second
counting periods. The results are given in Table 6-11. For the K model, most
of the uncertainty in this example comes from the counting of the 10-second
logging intervals. 1In the U and Th models the calibration contributes the
majority of the uncertainty. (In the calibration, most of the uncertainty is
due to the uncertainties in the "known" concentrations of the models.) The
10-second counting period thus appears to be good for the probe used to
collect the data in Table 6-11.
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Table 6-10.

Calculated Concentrations with Comparison to Known Concentrations
Using Probe Calibration on 3/9/78

Logging Counting
Model Speed Period ‘Percent K ppm ppm Th

(ft/minutes) (seconds)
K 5 10 5.90 + 0.41 1.6 + 2.3+ 1.6
K 5 5 5.85 + 0.54 3.4 + 1.2+ 1.8
K 1 5 5.35 + 0.54 3.4 + 2.4 + 2.4
K Known Concentration 6.76 + 0.18 2.7 + 2.4+ 0.6
u 5 10 4o14 + 3.76 473.3 + 5.6 + 11.6
U 5 5 3.93 + 4.10 477.2 + 9.6 + 13.4
U 1 5 4,15 * 4.12 477.8 ¥ 12.6 + 13.6
U Known Concentration 0.84 + 0.24 498.3 + 5.6+ 1.3
Th 5 10 1.10 + 2.74 35.5 + 480.6 + 24.8
Th 5 5 -1.37 + 3.17 59.3 + 455.5 + 30.0
Th 1 5 1.02 E 3.20 22.0 j-—_ 508.1 + 31.7
Th Known Concentration 1.44 + 0.08 28.3 + 505.5 + 12.1

|

Note: Concentrations in this table are selected averages from tables 6-6 through 6-8.
The known concentrations are the ore zone values from Table 6-1.
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Table 6-11. Concentration Uncertainties Separated According to Their Origin

Origin of
Model Uncertainty Percent K ppm U ppn Th
K Calibration & Logging 6.01 + 0.41 2.1 + 1.3 2.1 + 1.6
K Calibration only 6.01 + 0.20 2.1+ 0.3 2.1+ 0.6
K Logging only 6.01 + 0.36 2.1 + 1.3 2.1 ¥+ 1.5
K None 6.01 + 0.00 2.1+ 0.0 2.1+ 0.0
U Calibration & Logging 8.50 + 3.81 470.5 + 18.9 8.2 + 11.8
U Calibration only 8.50 + 3.45 470.5 + 16.8 8.2 + 10.0
U Logging only 8.50 ¥ 1.62 470.5 + 8.7 8.2 + 6.2
U None 8.50 + 0.00 470.5 + 0.0 8.2+ 0.0
Th Calibration & Logging 0.34 + 2.74 43.0 + 22.2 473.2 + 24.6
Th Calibration only 0.34 + 2.24 43.0 + 17.4 473.2 + 16.7
Th | Logging only 0.34 + 1.57 43.0 + 13.7 473.2 + 18.0
Th None 0.34 + 0.00 43.0 + 0.0 473.2 % 0.0

Notes: 1. Only one data point used from each model.
2. Data taken at 5 ft/minute and 10-second counting period.
3. Probe used: 241-L (2-inch x 10-inch Nal crystal).

4, Uncertainties are one standard deviation.



SUMMARY

The spectral gamma-ray calibration models at Grand Junction have been logged
dynamically to assess the importance of counting time on predicted
concentrations of potassium, uranium, and thorium and their uncertainties.
Logging speed has no significant effect on the predicted concentrations;
although, it does affect the spatial interval over which signals are averaged
along the borehole axis. Counting-time affects the statistical uncertainties
in the data and in the calculated concentrations. Long counting-times provide
superior statistical results, but they lengthen the spatial interval over
which the signals are averaged. For the probe used to collect the dynamic
data in this study (probe 241-L with a 2-inch x 10-inch Nal crystal), a
logging speed of 5 ft/minute and a counting time of 10 seconds provided
acceptable data.
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Technical Note 7

ENERGY STABITLIZATION METHODS

INTRODUCTION

For spectral gamma—ray probes, it is necessary to have a stable reference
signal from the detector to insure proper energy discrimination of the gamma
rays. In the probes built and operated by Bendix Field Engineering
Corporation (BFEC) for the U.S. Department of Energy (DOE), a 54Mp
radioactive source is attached to the detector to provide this reference
signal, and an analog gain control amplifier is used to keep the S54Mn pulses
at a constant value. A block diagram of the electronic system, including the
gain stabilization, is shown in Figure 7-1.

Linear Automatic Single Channel
Amplifier Gain Control Analyzers and Scalers
Nal Detector Amplifier or
Multichannel Analyzer

Figure 7-1. Electronic system used by Bendix/DOE to collect spectral
gamma-ray data in the field.

The use of 2%Mn to provide the reference signal creates some problems,
however, because the gamma rays from 54Mn interfere with the natural

gamma-ray spectrum in the borehole. Alternate methods of providing reference
signals which do not use gamma rays have been investigated. Specifically,
alpha-particle sources and light-emitting diodes have been tested for use in
borehole probes. Attention has been focused in these tests on the temperature
dependence of the reference signals because this is the main cause of
instability when operating in borehole environments.

THEORETICAL CONSIDERATIONS

Gamma—-Ray Reference

Gamma-ray sources provide the simplest means of obtaining a reference pulse of
constant energy. Compton scattering of the gamma rays makes it essential to
select a stabilization source with gamma rays of lower energy than those in
the natural spectrum. For spectral gamma-ray logging, the 1460 keV gamma ray
from 40K is the lowest energy gamma ray which is typically used in the

natural spectrum. There are other, lower energy gamma rays in both the
uranium and thorium decay series (e.g., 609 keV and 1120 keV from 214Bi),

but they are not generally used. The gamma ray from the stabilization source
must have an energy low enough (=1200 keV) to avoid interference with the
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potassium gamma ray. The radioactive source used for stabilization must also
have a half-life sufficiently long to make its use practical in probes. The
following gamma-ray sources are suitable for use:

241pm (half life = 458 years; gamma-ray energy = 60 keV)

133ga (half life 7.2 years; energy = 302 keV and 356 keV)

54yn (half life

303 days; energy = 835 keV).

The necessity for having the stabilization gamma ray lower in energy than the
natural gamma rays presents two problems: (1) slight drifts in energy
stabilization based on the low energy reference are magnified at the higher
energies, and (2) the presence of the stabilization source prevents counting
of low energy gamma rays from the formation (e.g., it is not possible to
collect simultaneously both spectral data and total count data with a low
threshold). Stabilization using a gamma-ray source with high energy is not
practical because of Compton scattering into the lower energies of interest.

Alpha-Particle Reference

Alpha particle emitting sources, such as 241Am, do not create problems with
Compton scattering. Alpha particle stabilization is achieved by implanting
into the main detectors small chips of scintillators which have been
impregnated with 241Am. Placement of the reference peak in the energy
spectrum depends on the fabrication Brocess, and it cannot be readily
reproduced. For NaI(T{) chips with 41 , the reference pulse can have a
gamma-ray equivalent energy up to approximately 6 MeV. This is adequate for
borehole spectrometry; a reference pulse of 3 to 4 MeV is most desirable. The
disadvantage of using alpha particle sources is that the light output from
alpha particle interactions in scintillators varies with temperature in a
manner different from the light output from gamma-ray interactions. As the
temperature changes, the apparent energies of gamma rays will shift with
respect to the alpha reference. The shift can be corrected if a computer is
used in the data collection system and the temperature is monitored. Usually,
however, the equipment required for making these corrections is not available.
If the amount of relative shift between alpha- and gamma-ray interactions is
small enough, the error introduced by ignoring the shift can be negligible
compared to other uncertainties. By using different scintillators for the
alpha interactions in the impregnated chip and for the gamma-ray interactions
in the main detector, offsetting temperature dependencies can sometimes be
obtained to reduce the relative movement of the peaks. In particular, CsI(TE)
chips impregnated with 241z provide much better tracking than do Nal(TZ)
chips when used with NaI(Tf¢) as the main, gamma-ray detector.

Light-Emitting Diode Reference

A light-emitting diode (LED) can be used to provide a reference pulse for
energy stabilization. The LED produces a light pulse into the detector which
simulates the flash of light from a gamma-ray interaction. The light output
from the LED can be adjusted to position the resulting peak higher in the
energy spectrum than all the natural gamma rays of interest, and the LED does
not produce Compton scattering to interfere with the lower energy gamma rays.
The light output from the LED depends on temperature, and a temperature-
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sensitive electronic network is required to match the LED's light output to
that of gamma rays. For the Bendix probe with a LED, the temperature
compensation is achieved by a network of temperature-sensitive resistors. The
resistance required for proper light output from the LED has been determined
experimentally, and a network of resistors has been assembled to approximate
the desired behavior. An alternate technique for temperature compensation is
to automatically switch fixed-value resistors in and out of the circuit
depending upon the temperature. This technique has not been used in Bendix
Field Engineering borehole probes; however, some commercial surface
spectrometers use this method.

TEST RESULTS

Small crystals of NaI(TZ) and CsI(T¢) impregnated with 241An were obtained

for the stabilization tests. They were mounted in a light pipe facing the
photocathode of a single photomultiplier tube (PMT), and the light pipe was
placed between the PMT and a 2-inch x 5-~inch NaI(T{) crystal which contained a
light emitting diode (LED). This arrangement allowed simultaneous temperature
tests of alpha stabilization in CsI(T¢) and NaI(T¢) and also LED stabiliza-
tion. A diagram of the detector assembly is shown in Figure 7-2. The
assembly was mounted in a spectral gamma-ray borehole probe which was placed
in a temperature chamber for the tests. The supporting electronic equipment
was kept at room temperature and connected to the probe by approximately 6,000
feet of 4HO logging cable to simulate field use.

/-CSI(Tl)

WK
0 @

Photomultiplier

=

i
saz:o"o"e“o
ﬂu oﬂ‘ Fb

/Light Pipe

NaI(TI) Q-

AN

NaI(TI)

Figure 7-2. Detector assembly for simultaneous stabilization tests
of alpha sources in CsI(TZ) and NaI(T£) and of light
emitting diode (LED).

Data were collected in both the stabilized and unstabilized modes by using the
equipment shown in Figure 7-3. The pulse shaping time constants for both
linear amplifiers were lus, and the window of the automatic gain stabilizer
was set to a width of 0.2 volts on the 662 keV gamma ray from 137¢s.

137¢s and 60co (1173 keV, 1332 keV and sum 2505 keV) were used to provide
gamma rays for comparison to the alpha peaks and the LED. A spectrum showing

103



all the alpha, gamma-ray, and LED peaks is given in Figure 7-4. The position
of the alpha peaks near the gamma-ray peaks provides good comparison for their
relative movement with temperature variation. The LED peak at the upper end
of the energy spectrum is somewhat removed from the other peaks, but it is in
a position desirable for spectral gamma-ray logging (i.e., its energy is
greater than that of the natural gamma rays).

Linear
Amplifier

ORTEC 450

Multichannel
Analyzer
. Amplifier
s Al.;';ﬁ?i;r G‘X,’,“pfﬁ'i‘;:“ Tracor Northern (710
ORTEC 450 Harshaw NA-22

Figure 7-3. Electronics used for temperature tests in both stabilized
and unstabilized modes of operation.

The data collected in the simultaneous temperature tests of CsI(T{), NaI(TZ),
and LED are given in Table 7-1 for the stabilized mode of operation and in
Table 7-2 for the unstabilized mode. Approximately 3 hours were allowed for
each temperature change before the data were recorded. From Table 7-1, it can
be seen that none of the gamma-ray peaks moved significantly when the system
was stabilized on the 662 keV peak from 137¢s. Furthermore, the alpha peak
from CsI(T¢) moved much less than did the alpha peak from NaI(Tg). The LED
peak position decreased as the temperature increased. This was due to
incomplete temperature compensation in the electronic driving network of the
LED. Significant modifications were made to the electronic circuit after the
compensation had been determined, and a futher revision for temperature
compensation is needed for a critical evaluation of the LED. The present
results for the LED should not be taken as a limit on the accuracy of this
technique for stabilization.

The gamma-ray data in Table 7-2 have been used to determine a separate energy
calibration to convert from channel number to energy at each temperature.

From these calibrations, the equivalent gamma-ray energies of the alpha and
LED peaks have been calculated, and they are listed in Table 7-3. The percent
change in the peak locations with temperature are plotted in Figure 7-5 for
the two alpha peaks and the LED. Over the temperature range of 30° to 118°F,
the alpha peak in CsI(T¢) moved l.3 percent, the alpha peak in NaI(Tg) moved
12.0 percent, and the LED peak moved 3.5 percent. With proper temperature
compensation, it is expected that the LED movement can be reduced to less than
2 percent. The relatively large movement of the alpha peak in NaI(T{) shows
that 241am implanted in NalI(T{£) is not suitable for stabilization reference
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Table 7-1.

Temperature dependence of alpha peaks in CsI(Tf) and in
NaI(Tp), gamma rays, and light emitting diode (LED) for a system

stabilized on the 662 keV gamma ray from 13 Cs

Peak Location (Channel Number)

Temp 662 keV CsI(Tp) 1173 keV 1332 keV NaI(Tp) 2505 keV
(°F) Gamma Ray Alpha Gamma Ray Gamma Ray Alpha Gamma Ray LED
30 909 1209 1560 1796 2470 3253 4080
53 909 1214 1560 1769 2347 3249 4026
75 909 1219 1561 1770 2300 3252 4005
97 910 1225 1564 1769 2247 3258 3990
118 909 1223 1565 1769 2202 3250 3950

Table 7-2. Temperature dependence of alpha peaks in CsI{Tf) and

NaI(Tg), gamma rays, and light emitting diode (LED) for an
unstabilized system
Peak Location (Channel Number)

Temp 662 keV CsI(Tp) 1173 keV 1332 keV NaI(Tp) 2505 keV
(°F) Gamma Ray Alpha Gamma Ray Gamma Ray Alpha Gamma Ray LED
30 888 1197 1549 1754 2485 3302 4195
53 887 1195 1548 1756 2385 3306 4138
75 868 1176 1513 1714 2257 3228 4020
97 814 1109 1418 1607 2065 3024 3752
118 732 993 1274 1443 1819 2719 3337
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Table 7-3. Temperature dependence of the equivalent gamma-ray energies
of the alpha peaks from 241 Ay in CsI(T¢) and in NaI(T¢) and of
the LED peak. The energies were determined from data in Table 7-2.

Equivalent Gamma-ray Energy (keV)

Temperature CsI(TL) NaI(TL)
(°F) Alpha Alpha LED
30 902 1884 3188
53 901 1807 3140
75 907 1750 3125
97 913 1709 3114
118 910 1674 3080

unless the temperature is monitored and a correction is made during data
collection for the drift of the reference peak. The alpha peak from 241pn

in CsI(Tf) provides a reference peak stable enough for use in spectral
gamma-ray logging, but it is not known if an alpha peak can be obtained in
CsI(T¢) above an equivalent gamma-ray energy of 3 MeV. The light output from
CsI(T¢) is less than from NaI(TL), and it may be impossible to produce
sufficient light for the needed high-energy reference peak.

CONCLUSION

Three methods of obtaining a reference signal for energy stabilization have
been investigated: gamma ray, alpha particle, and light-emitting diode.
Stabilization on the 835 keV gamma ray from 54Mn is currently used by BFEC
because of its simplicity, but there are significant problems with this method
caused by interference of the stabilizing gamma ray with the natural gamma
rays from the formation being logged.

Alpha particle sources and light-emitting diodes provide potential energy
reference signals which do not interfere with the natural spectrum. The
241Am alpha source implanted in NaI(T¢) was found to be too temperature
dependent for practical logging use because its peak shifted by 12 percent
from that of gamma-ray interactions over the temperature range of 30° to
118°F. 24lam in CsI(T¢), however, provided a variation of only l.3 percent
when compared to gamma-ray light output over the same temperature range. The
sample of CsI(Tf) with 241am used for these tests, had its alpha peak at an
apparent gamma-ray energy of less than 1 MeV, and it is not known if a peak
above 3 MeV can be obtained. If this is not possible, then 241pn in CsI(TL)
cannot be used for a stabilization reference in borehole logging. CsI(Na)
with 241am may provide higher light output than CsI(TL), but a sample of
this crystal has not yet been obtained for evaluation.

The light from a light-emitting diode was found to vary by 3.5 percent over
the temperature range of 30° to 118°F. VWith proper temperature compensation
in the LED's electronic driving network, it is expected that this variation
can be reduced to less than 2 percent. At this value the LED will provide an
acceptable stabilization reference for spectral gamma-ray borehole logging.
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Technical Note 8

LOG DECONVOLUTION WITH THE INVERSE DIGITAL FILTER

INTRODUCTION

Previous efforts at KUT log deconvolution have utilized the iterative
procedure contained in the program GAMLOG. These efforts are described in
Technical Note 5. Recently, a new approach to gamma-ray log deconvolution has
been described by J. G. Conaway (Conaway and Killeen, 1978). Conaway's
technique employs the inverse digital filter method to obtain uranium grade
versus depth from the gamma-ray log response.

Extensive measurements were performed with the Grand Junction models to
determine the sensitivity of the inverse filter parameter to detector size and
to borehole conditions. Results of these measurements are presented and
discussed.

Grand Junction model N5 was then logged with a KUT probe. This model consists
of several layers with differing grades and thickness. The inverse filter
technique was used to deconvolve these data. The results are quite
satisfactory and indicate that deconvolution in "real time"” will now be
possible with mini-computer based field logging systems.

INVERSE FILTER DECONVOLUTION TECHNIQUE

This approach to log deconvolution is based on the theory of digital time
series analysis. Given an appropriate function to describe the logging probe
response to a thin uranium zone, this theory predicts an inverse, discretized
function or filter that, when applied to the digital gamma-ray log, yields
uranium distribution with depth.

The work published by Conaway uses a two-sided exponential function to
describe the probe response to a thin zone. This function was apparently
first used by Czubek, (Czubek, 1961), and can be written

I(z) =5 exp (-a|z|), | (1)

where I(z) is the unity normalized probe response at position z along the
borehole axis from the thin zone, and o is a parameter dependent on gamma-ray
energy, borehole conditions, formation composition, and formation density.
I(z) is called "the Geologic Impulse Function"” by Conaway. The function is
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realistic only for point detectors or for detectors whose length is much less
than 1/a . When the effect of the detector length is included, the function
becomes more complicated (George, 1979a):

%>sinh<5%i)exp (-a]z]) lz| > L/2
I(z) = (2)
I [l ~ cosh(az) exp (—aL/Zi] |z[ < L/2

where L is the detector length. If one assumes zero detector length and uses
equation (1), it can be shown that the discretized inverse filter operator is
glven by the triad:

-1 2 -1
<(aAz) . 1A (arz)? * (ahz)? ) (3

where Az is the depth interval utilized for the digital gamma-ray log. Since
this filter does not account for finite detector length, the sampling interval
Az must be no smaller than L, the detector length.

The successful deconvolution of gamma-ray logging data with this inverse
filter technique depends on the correct choice for the parameter o . In
addition, the data must ideally be free of noise. The introduction of noise
(e.g., uncertainties from counting statistics) degrades the performance of the
deconvolution filter. ’

The parameter a in the geologic impulse function is best determined by direct
experimental measurement. The most precise data are obtained if probe
response is measured through a thin zone of the radiocactive species of
interest (potassium, equilibrium uranium, or thorium). A "thin zone" is one
whose thickness is less than about half the detector length. The 2-inch zones
of the Grand Junction models are adequate for most detectors in use for
spectral gamma-ray lo